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Abstract—Sparsity and redundancy reduction have been shown to be useful in machine learning, but empirical evaluation has been performed primarily on classification tasks using datasets of natural images and sounds. Similarly, the performance of unsupervised feature learning followed by supervised fine-tuning has primarily focused on classification tasks. In comparison, relatively little work has investigated the use of sparse codes for representing human movements and poses, or for using these codes in regression tasks with movement data. This paper defines a basic coding and regression architecture for evaluating the impact of sparsity when coding human pose information, and tests the performance of several coding methods within this framework for the task of mapping from a kinematic (joint angle) modality to a dynamic (joint torque) one. In addition, we evaluate the performance of unified loss functions defined on the same class of models. We show that, while sparse codes are useful for effective mappings between modalities, their primary benefit for this task seems to be in admitting overcomplete codebooks. We make use of the proposed architecture to examine in detail the sources of error for each stage in the model under various coding strategies. Furthermore, we show that using a unified loss function that passes gradient information between stages of the coding and regression architecture provides substantial reductions in overall error.

I. OVERVIEW

Sparsity, or redundancy reduction (Barlow, 1961), appears to play an important role when coding sensory data, because the space of all possible inputs (e.g., all possible acoustic signals) is not uniformly covered by the samples (e.g., natural sounds) that we tend to encounter in the world. Sparse codes are thought to be effective for representing sensory data that lie along low-dimensional manifolds because the basis vectors in the code can be used efficiently (i.e., using just a few nonzero coefficients) to indicate, for a particular data point, its location along the manifold rather than its coordinates in the higher-dimensional space. In machine learning, much of the recent work on these codes has focused on sensory data like images or sound, using classification tasks for evaluation (e.g., Ranzato, Boureau, & LeCun, 2007; Dahl, Ranzato, Mohamed, & Hinton, 2010). Concurrent research in motor control, however, has suggested that human movements might also lie along a relatively low-dimensional manifold embedded in the space of all possible movements (Scholz & Schöner, 1999; Latash, Scholz, & Schöner, 2002). Sparse codes might be useful, then, for representing information about movement and pose in humans, and such codes might be useful for regression tasks as well. To our knowledge, however, such codes have not been evaluated extensively on natural movement or pose data.

This paper presents a basic architecture for testing the effectiveness of a broad class of coding techniques when mapping from kinematic (joint angle) to dynamic (torque) data in human poses. Because it is computationally straightforward, the model allows us to compare and evaluate several possible approaches to this coding and regression task. We show that, for the class of techniques captured by our model, sparsity is useful for representing and manipulating pose data, but only inasmuch as sparse codes tend to encourage overcomplete codebooks. Even though the decoding error associated with sparse codes can be larger than the corresponding decoding error for dense codes, the information captured by each coefficient in a sparse code is larger than for dense codes. We then combine the coding, regression, and decoding stages of our architecture into a single neural network–style loss function and show that substantially lower prediction errors can be achieved using an integrated system than by learning codes in isolation.

II. PROBLEM SETTING

Humans are extremely competent at mapping movement information from one modality into another. For example, to mimic a conspecific’s actions, a person needs to, at some level, transform visual information into dynamic muscle controls. However, studying human movements is difficult: the parameters describing movements are extremely high-dimensional, and, in addition, most of the quantities that are relevant for describing the control of movement are invisible to an outside observer. Even though we cannot measure all of the joint torques or angles during a complex, multijoint human movement, we can use motion capture (Figure 2) to measure the external aspects of movement, and convert these observations into angles and forces that would have been required for a simplified model of the human skeleton to effect the same movements (Cooper & Ballard, 2012). Such computed angles and forces—while still a coarse proxy for the information that might be used by the central nervous system in, say, mimicking an action—serve as the data for this paper.

For a regression task, one could transform information from one modality into another by amassing a large quantity of corresponding data from these two modalities and computing regression coefficients directly. However, this is likely to be inefficient for at least three reasons. First, computing a regression between two datasets becomes increasingly problematic as the dimensionality of the data increases; this difficulty is compounded when there is noise in the data. Second, if the manifold hypothesis is accurate regarding
human movements, then each modality of the raw data will have statistical redundancies that would need to be captured by the regression process, in addition to mapping between domains. Third, linear transformations of movement data are unlikely to capture important variations in these information modalities. Rather than working in the space of raw measurements, then, we hypothesize that manipulating or combining movement information is more efficient in a space defined by codes that somehow represent the raw signals (Srivastava & Salakhutdinov, 2012), possibly using some nonlinear transform. The questions addressed by this paper are, which types of codes are most efficient for processing information about movement, and which loss functions generate the best codes for computing regression between modalities?

III. POSE CODING AND REGRESSION

We assume that we have a set of data that represents kinematic and dynamic views of human motion, modeled using an articulated body with $n$ degrees of freedom, and measured over a consecutive sequence of $m$ discrete time steps. Formally, we represent a sequence of raw joint angles as a matrix $\mathbf{B} \in \mathbb{R}^{n \times m}$, where each column $b^{(t)}$ represents a single frame of angle data. Similarly, we represent a sequence of raw joint torques as a matrix $\mathbf{U} \in \mathbb{R}^{n \times m}$ whose columns $u^{(t)}$ each contain a frame of torque data. We define these matrices as complementary views of a single motion trajectory, so that for any frame $t$, the joint angles $b^{(t)}$ correspond to the torques $u^{(t)}$.

As mentioned above, movement is complex to model because it is high-dimensional ($n$ is often large) and varies over time ($m$ is often large). Rather than attempt to tackle both of these challenges at once, we simplify the modeling task here by considering the task of mapping between these two modalities for single poses (frames). Such a simplification makes the modeling task obviously difficult, since a single frame of kinematic pose data, for instance, does not indicate the direction in which the joint angles will be changing in subsequent frames. To address this issue, we make use of a common technique from speech recognition (Picone, 1993) and augment each of the raw data frames in our system with its first derivative. This provides information about the rates at which the angles and torques are changing, which could be useful when trying to compute torques on the basis of the angles. The augmented data matrices $\mathbf{A}, \mathbf{V} \in \mathbb{R}^{2n \times m}$ are then defined as:

$$
\mathbf{A} = \begin{bmatrix} \mathbf{B} \\ \Delta \mathbf{B} \end{bmatrix} \quad \text{and} \quad \mathbf{V} = \begin{bmatrix} \mathbf{U} \\ \Delta \mathbf{U} \end{bmatrix},
$$

where $\Delta \mathbf{X}^{(t)} = (\mathbf{x}^{(t+1)} - \mathbf{x}^{(t-1)})/2$ represents a secant approximation to the derivative at each frame.

Having created a set of kinematic and matched dynamic data describing sequences of human poses, we propose an information processing architecture for computing regressions from angles to torques. In this framework (Figure 1), a single frame of $n$ input angles, augmented with its derivative, is encoded first into $k$ angle-code coefficients using a coding model characterized by parameters $\mathbf{P} \in \mathbb{R}^{k \times 2n}$. Then a regression model characterized by parameters $\mathbf{R} \in \mathbb{R}^{k \times k}$ transforms the $k$ angle-code coefficients into a $k$ torque-code coefficients. Finally, this torque encoding is converted back into a frame of $n$ torques, augmented with its first derivative, by inverting the torque coding model characterized by parameters $\mathbf{Q} \in \mathbb{R}^{2n \times k}$. If the manifold hypothesis holds for human pose data, then code parameters $\mathbf{P}$ and $\mathbf{Q}$ can be learned independently, because these parameters will describe the structure of the manifold for each modality of pose data; codes for each manifold should then be useful for a wide variety of other information processing tasks (Vincent, Larochelle, Lajoie, Bengio, & Manzagol, 2010). Regression parameters $\mathbf{R}$ can then be learned using the encoded data from each modality. Given our parametric framework, the coding approaches considered here all assume finite codebooks $\mathbf{D} \in \mathbb{R}^{2n \times k}$ whose columns $\mathbf{d}_i$ each represent a basis vector that is used in some way to encode data. Although this paper does not focus specifically on learning the codebook, it does describe a few approaches to codebook learning below.

Separating the model into isolated coding and regression stages brings three advantages to the problem at hand, but also comes at a cost. The first advantage is that this approach allows us to manipulate the number of parameters in the model in a controlled way. The multistage model contains $k^2 + 4kn$ parameters, while direct regression requires $4n^2$ parameters. When $k < 2n$, the multistage model has fewer parameters than direct regression, but when $k$ exceeds the dimensionality of the data, the multistage model has more parameters. Models with more parameters tend to be more accurate, but they might overfit the data and capture more noise than desired. The second advantage of separate modules for coding in each modality, and regression between codes, is that this separation allows for in-depth analysis of the performance of each module: codes for one modality that provide for low decoding error could also be ones that do not

Fig. 1. Information processing architecture for multi-modal coding and regression. Information from a frame of one modality of pose data, such as angles (orange), is to be mapped onto information from another modality, such as torques (blue). This mapping is accomplished by coding a frame of angle data, augmented with its derivative $\Delta$, using parameters $\mathbf{P}$; the coded angles (yellow) are then mapped to coded torques (green) using a regression with parameters $\mathbf{R}$; finally, the coded torques are then decoded into a frame of raw torque values (augmented with its derivative $\Delta$).
permit easy regression, for example. Finally, defining distinct coding modules permit an analysis of the degree to which coding, in isolation, provides an efficient representation of the data.

On the other hand, separating the model into distinct coding, regression, and decoding phases comes at a fairly high cost. Most importantly, this separation isolates sources of error in the model from one another. This isolation prevents information about, for example, decoding errors from flowing into the regression or encoding parameters. Isolating these sources of information from one another could prevent parameters from adapting together to find a solution with low overall error.

A. Coding algorithms

This paper treats coding as a general term for transforming a vector of raw data $x \in \mathbb{R}^{2n}$ into another vector of coefficients $z \in \mathbb{R}^{k}$, such that $z$ contains sufficient information to recover $x$ with some tolerated level of error. More formally, coding is often defined in terms of minimizing a cost function

$$\|g(D, z) - x\|^2_2 + \lambda R(z)$$

where $g(D, z)$ refers to a decoding operation that converts coefficients $z$ into an estimate of the raw data $x$, and $R$ is a regularizer that can be chosen to prevent overfitting, promote sparsity in the code, etc. For this paper, we evaluate several approaches to coding, each described briefly below.

1) PCA: Principal component analysis (PCA) is widely used as a data preprocessing technique, but here we use PCA to refer to an encoding that simply computes the inner product of a data point $x$ with each of the codebook vectors $d_i$; that is, $z = D^T x$. The columns of $D$ are further restricted to be orthonormal so that decoding is simply a matter of a second matrix multiplication.

The PCA codebook consists of the eigenvectors of the covariance matrix of the data, sorted in decreasing order of magnitude of the corresponding eigenvalue. By retaining only the first $k$ eigenvectors in the codebook, PCA retains the maximally varying components of the data first, and progressively refines the error by retaining smaller components. Used in this way, PCA implicitly models the underlying data as a multivariate normal distribution. Because the codebook for PCA is composed of an orthogonal basis, there can be at most as many codebook vectors as dimensions in the input data.

While it is possible to use an overcomplete dictionary in this context, doing so forces the orthogonality constraint to be relaxed, which makes decoding significantly more expensive. In addition, as will be shown below, simply projecting a data vector onto an overcomplete matrix is unlikely to yield any coding benefits for the regression task considered here, since such a coding strategy will only make regression more difficult.

2) K-means: K-means (MacQueen et al., 1967) can be seen as an extremely sparse coding technique that represents a data point $x$ using only the closest basis vector in the codebook: for this approach, $z = [\xi_1 \ldots \xi_k]^T$ such that

$$\xi_i = \begin{cases} 1 & \text{if } \|x - d_i\|_2 < \|x - d_j\|_2 \text{ for } j \neq i \\ 0 & \text{otherwise.} \end{cases}$$

The codebook corresponding to this coding approach is typically learned from a training dataset by setting the $d_i$ to random perturbations of elements from the training data, and then iteratively adjusting the columns of $D$ so that the sum of the Euclidean distances from each data point to its closest codebook vector is minimized.

3) Sparse coding: Sparse coding (Tibshirani, 1996), also called lasso regression, computes the coefficients $z$ for data point $x$ by minimizing a least-squares cost function with a regularization penalty on the absolute magnitude of the code coefficients:

$$z = \arg\min_z \|Dz - x\|^2_2 + \lambda \|\zeta\|_1.$$  

$\lambda$ is a parameter that controls the tradeoff between accurate representation and sparsity; following results from Mairal, Bach, Ponce, and Sapiro (2009), we set $\lambda \propto 1/\sqrt{n}$.

Coates and Ng (2011) reported that sparse coding worked well across many types of codebooks for their tasks (image classification). For this coding algorithm, then, we tested several different codebooks: random, sampled, and learned. The random codebook consisted of IID vectors drawn from the standard normal distribution, normalized to unit length. The sampled codebook contained samples drawn uniformly from the training data, also normalized to unit length. The learned codebook used a fast, online algorithm (Mairal et al., 2009) to tune the codebook to the data. Briefly, the general algorithm is a variation of coordinate descent, where sparse encoding computations are alternated with codebook updates. The codebook learning process attempts to minimize the lasso cost function above, both with respect to the codes $z$ and also with respect to the codebook $D$.

B. Regression

Once codes have been computed for the source and target datasets, the next task is to compute a regression matrix $R$ that will convert coefficients from one modality into coefficients from another. We used ridge regression (Hoerl & Kennard, 1970) to compute the best parameters for inferring coefficients across coded modalities. We can express the regression task between codes $z_\alpha$ and $z_\beta$ as optimizing the cost function

$$\|Rz_\alpha - z_\beta\|^2_F + \lambda \|R\|^2_F.$$  

where $\lambda$ captures the degree to which the modeler is willing to tolerate large values in $R$ when explaining the observed data. Essentially, ridge regression is the same as linear regression, but it adds a penalty on large values of the coefficients that are used to describe the data. In our experiments, the value of $\lambda$ was set empirically by cross-validation on the training set.
IV. UNIFIED LOSS FUNCTION

The framework presented above consists of a set of parameters for each of the three tasks in mapping from one modality of data to another: $P$ and $Q$ contain the parameters for encoding the source and target data vectors, respectively, and $R$ contains the parameters for mapping from the source code to the target code.

In the architecture described so far, these parameters are trained separately and only combined at test time to evaluate their efficacy on the entire data mapping pipeline. While advantageous for the reasons discussed above—separation of tasks for straightforward analysis, representation of data using hypothesized underlying manifolds—this isolated coding strategy presents a fundamental learning difficulty, namely, that errors introduced into any of the stages of the model cannot be accounted for by other stages of the model. This is particularly problematic when a specific task, such as the multimodal regression task considered in this paper, might benefit from a slightly different coded representation than the manifold (or other sparse code) representation. Consider, for example, a code for joint angles that maps each joint-angle vector onto a coded representation that is optimal for reconstruction. This coding approach, while powerful for many tasks, probably captures information about the “principal axes” of the manifold on which the data lies. However, these principal directions might not be relevant or important for a specific task like computing a regression to another coded information modality.

We can remedy this separation of errors by taking advantage of the large body of knowledge from the neural networks community. We define a unified loss function that retains the general architecture presented earlier—and in particular has the same parameterization—but allows errors in each stage to flow across parameter boundaries:

$$L = \| Qg(Rg(Px)) - y \|_2^2$$

where $x$ and $y$ are input and target vectors, respectively, and $g(\cdot)$ is a nonlinear activation function that prevents the model from collapsing to a single linear operation. This unified loss function can be used to train all parameters in the network simultaneously, which permits errors introduced by one parameter to be compensated for by other parameters.

A. Nonlinearities

The only issue introduced by the unified loss is which nonlinearity to choose. In this paper we evaluate two methods, one traditional and one recently popularized by work in the feature learning community.

1) Logistic: Traditionally, $g$ is set to be a sigmoid function like the logistic $g(z) = 1/(1 + e^{-z})$, because such functions are bounded and often have an easily computed, continuous derivative. However, logistic activations suffer from the problem of vanishing gradients (Bengio, Simard, & Frasconi, 1994), in which networks with many layers—even, in practice, more than two layers—erroneously appear to converge during training because first-order gradient computations reveal negligible slope, while in fact the parameter settings might be located on a broad saddle point of the loss. This problem has been addressed recently by Martens (2010) and Martens and Sutskever (2011), who developed a practical, second-order Hessian-free training method for neural network models. This learning method is capable of dramatically improving parameter settings for neural network models that appear to have converged using first-order gradient descent, as described in more detail below.

2) Rectified linear: A parallel line of work in the deep learning community (Glorot, Bordes, & Bengio, 2011) has recently emphasized the performance advantages of a different kind of nonlinearity, the relu or rectified linear unit $g(z) = \max(0, z)$. This activation function addresses the vanishing gradient problem by having a constant derivative for $z \neq 0$. As a side benefit, networks of rectified linear units tend to be naturally sparse, because $g(z) = 0$ (a true zero, not just a small nonzero value) for $z \leq 0$. In practice, rectified linear networks can be trained using simple first-order learning techniques, and they tend to perform equivalently to large networks of logistic sigmoid units that require significantly more effort to train.

Using a rectified activation function, the unified loss becomes surprisingly simple:

$$\mathcal{L} = \| Q[R[P\hat{x}]_+]_+ - y \|_2^2$$

where $[\cdot]_+$ denotes the rectification nonlinearity. For some input $x$, some of the units in the first hidden layer of the network will have negative pre-activations and will be set to zero by the nonlinearity, while the remainder will simply pass their activations along to the next layer of the network. This process repeats for all hidden layers, effectively using the nonlinearity as a switch to select a subset of network nodes to encode, regress, and decode each input. Using $z_+$ to denote only the nonzero elements of $z$, the network output for $x$ becomes a linear operation $\hat{y} = Qz_+R_+P_+x$. This switching behavior retains the speed and simplicity advantages of linear codes, while simultaneously working to combine exponentially many such linear codes into one model (Nair & Hinton, 2010).

B. Training

As mentioned above, parameters in neural networks are commonly optimized using one of two learning algorithms. For this work, all network parameters were first adjusted using first-order stochastic gradient descent (SGD), which computes parameter updates as the mean of the gradient over a mini-batch of $r$ training examples

$$\Delta \theta_b = \frac{1}{r} \sum_{i=1}^{r} \frac{\partial \mathcal{L}}{\partial \theta} \left( x^{(br+i)} \right)$$

and then updates parameters using a small learning rate $\alpha$ such that $\theta_{b+1} = \theta_b + \alpha \Delta \theta_b$. Usually, $\alpha$ is reduced over time;
for our experiments, we started with $\alpha = 0.1$ and reduced this value by 1% after every mini-batch.

For rectified linear networks, training stopped when SGD converged to a region of zero gradient, because these networks’ second derivatives are zero and do not benefit from a second-order training strategy. For the logistic networks, however, second-order information can be used to compute further parameter updates once an apparent minimum has been reached. After convergence of first-order SGD, then, we further updated parameters in these networks using a Hessian-free algorithm (Martens, 2010; Martens & Sutskever, 2011). Briefly, this algorithm uses conjugate gradient (CG) to compute a parameter update

$$ u_b = \arg \min_v H v + \lambda v - \Delta \theta_b $$

where $H v$ is an implicit computation of the full Hessian in a specific direction $v$. Because $u_b$ is a solution to the second-order approximation of $L$ at $\theta_b$, parameters are then updated without a learning rate, such that $\theta_{b+1} = \theta_b + u_b$. This training regimen is able to reduce error significantly in “converged” sigmoid networks, often by more than 50% (Figure 5).

V. EXPERIMENTS

We used a 16-camera Phasespace \(^2\) motion capture system in conjunction with a standard treadmill (Figure 2) to capture human movements. Human subjects in the motion tracking area wore a full-body suit equipped with active-pulse LED motion tracking markers and were recorded as they walked and ran on the treadmill at a variety of speeds.

For the results reported here, we recorded the positions of $L = 48$ markers from one subject as he walked at speeds ranging from 0.22 to 2.68 m/s. The recording lasted twenty minutes. The Phasespace system produces frames of motion capture data at a rate of 120Hz, so this recording resulted in more than 120,000 frames of raw motion-capture data. These frames were processed using the articulated forward model proposed by Cooper and Ballard (2012), resulting in three sequences of measurements for the observed motion: the sequence of interpolated marker positions $X = [x^{(1)} \ldots x^{(N)}]$ representing the positions of the segments of the articulated model over time; the sequence of observed angles $A = [a^{(1)} \ldots a^{(N)}]$ for each of the 54 degrees of freedom in the model; and the corresponding torques $V = [v^{(1)} \ldots v^{(N)}]$ that were necessary to cause those angles to move through the observed dynamic trajectory of the model.

A. Preprocessing

For this paper, we were concerned with mapping angles to torques, so we discarded the marker data $X$. To obtain datasets for training and testing the coding and regression models, we needed to perform some preprocessing to obtain matched sets of frames that would permit a fair comparison.

First, the sequences obtained from the model were smoothed by convolving each channel in each modality with

---

Footnote:

\(^2\)phasespace.com/impulse_motion_capture.html
that the data contained residual noise due to marker dropouts, and also that the data values were all approximately the same scale.

Each frame of data was then augmented with an approximation of its first derivative by calculating the secant approximation of these quantities using the neighboring two frames.\(^3\)

Next, the smoothed, normalized, derivative-augmented frames were segmented into three distinct regions, each containing 24000 frames (200 seconds) of data: the first (segment A) consisted of slow walks, the second (segment B) consisted of fast walks, and the third (segment C) consisted of running movements. To evaluate the coding and regression models, each segment was further partitioned into disjoint training, validation, and test sets such that 10% of frames from each segment were used for validation, 10% were used only for testing, and the remainder were available for training.

### B. Coding efficiency

We first analyzed the performance of the different coding techniques discussed above when reconstructing the raw torque data using the torque codes. Formally, after training the dictionaries as needed, we computed \(z\) for each frame of augmented torque data \(v\) in the test set, and then computed the decoding operation to obtain an estimate \(\hat{v}\). The decoding error \(e_v\) was then defined as the RMS value of the residual:

\[
\epsilon_v = \sqrt{\frac{1}{n} \| \hat{v} - v \|^2_2}.
\]

Figure 3 shows the mean RMSE for each coding approach, measured with various sizes of codebooks, and applied solely to the torque data. (Results for the angle data were similar.) Unsurprisingly, larger codebooks were able to capture more of the variance in the data than smaller codebooks, regardless of the coding method. Perhaps more interesting, however, was the finding shown in Figure 4: when measured by the number of nonzero coefficients used in the code, sparse codes produced more accurate reconstructions than dense codes. This was somewhat vacuously true of K-means, since it only uses 1 coefficient for each \(z\); in comparison, however, this was not true for sparse coding combined with the random codebook.

### C. Unified loss performance

The two nonlinearities that we evaluated in the unified loss showed different behavior during both training and testing. The rectified linear activation was much faster to train because it achieved low error using a simple first-order gradient method, while the logistic activation function required enormous amounts of time to compute the second-order Hessian-free learning method, which was started after the first-order method appeared to plateau. The logistic network training process required so much time to train, in fact, that it did not complete for \(k = 2048\).

Sample learning curves for these networks are shown in Figure 5; these curves reveal two trends that occurred at nearly all network sizes during learning. First, the first-order stochastic gradient training method appears to plateau for logistic networks at a higher error rate than for rectified linear networks of the same topology. Second, applying a second-order Hessian-free learning method to these trained networks resulted in large performance improvements for logistic networks, but no improvement for rectified linear ones.

### D. Feature correlations

Because the processing architecture described here shares a common parametric formulation, we can analyze the parameter groups \(P, Q\) and \(R\) across learning algorithms. For instance, across models we can treat \(P\) as being responsible
for “encoding” the input angle vector, and examine the elements of this matrix in that light, regardless of whether the matrix in question was learned using the unified or the isolated losses. To get some idea of how the features in each algorithm self-organize, we mapped each of our learned angle codebooks onto the first two principal components of the angle data (Figure 6). Codebooks differed noticeably across algorithms; for instance, random features tended not to be strongly correlated with any principal component of the data, since random vectors in high-dimensional spaces tend to be orthogonal to each other. In comparison, a learned dictionary like the one obtained from sparse coding tended to model more strongly the space defined by the principal components. Finally, the differences in learned features between the two neural network models was striking: networks of rectified linear units have the same correlation with the principal components as a random set of vectors, while networks with logistic activations tended to have features that were nearly always orthogonal to the principal components.

E. Predicting torques from angles

In addition to comparing the effectiveness of different coding schemes for torque data, we also used our framework to compare the encoding methods in a larger context, namely predicting torque values on the basis of angle values. From one perspective, this task could be seen as a coarse approximation for a control task: given a target kinematic pose, what are the torques that would be associated with that pose?

Because the analysis framework proposed in this paper breaks this task into three separate stages—encoding, regression, and decoding—we could analyze, for the isolated coding strategies, the regression component of the task separately from the other components. In general, we found that RMS error for the regression task alone (Figure 7) followed the same pattern as errors for the encoding and decoding components: larger codebooks tended to yield lower errors. However, sparsity played a critical role in the regression task between two codes, since K-means yielded the lowest regression errors, while PCA yielded relatively large errors. Intuitively, sparse codes should be easier to perform regression between than dense codes, since there are more zeros in sparse source and target vectors.

Bringing together all stages of the framework, we compared the overall torque regression error for the entire coding and regression pipeline, as measured by comparing the outputs from our processing model with the true torques measured during the experiment (Figure 8). As a baseline, we computed a direct regression from angle to torque data: this resulted in an RMS error of 0.65 on the test set. PCA performed below baseline for undercomplete codebooks, and at baseline for complete codebooks, which is unsurprising since PCA simply rescales the original data. However, some of the sparse coding approaches were able to outperform PCA by a large margin (up to 30% reduction in error). In particular, using lasso coding combined with a large, learned dictionary produced lower RMS errors than any of the other isolated coding approaches examined here.

Finally, we compared the performance of models trained using a unified loss with the isolated coding strategies. The unified loss function dramatically outperformed even the best sparse coding strategy, suggesting that coding alone (or, more specifically, coding based on optimizing a reconstruction loss) is insufficient or inappropriate for the specific regression task that we used in this paper. This is intuitively clear from the top group of results in Figure 8: while large codebooks and sparse codes are able to outperform the baseline approach, the absolute RMS error for isolated approaches remains relatively high. In contrast, a unified loss that can correct for errors across separate coding, regression, and decoding stages is better able to model the task at hand. Interestingly, one exception to this claim seems to be the performance of large networks of sigmoidal units—such networks on our task were not only extremely slow to
train, they failed to converge to error rates below baseline, suggesting that the loss landscape for these models might have many poor local optima that are difficult to avoid even with a second-order learning approach.

VI. CONCLUSION

This paper presented a coding and regression model for human pose information and used this model to examine the performance of several coding algorithms on human pose information. The model allowed us to examine separately the errors in coding information about poses and in computing regressions from one modality to another. Even though some approaches produce extremely low coding and decoding errors, and other approaches were conducive to learning regressions between codes, in order to perform well on the task of predicting information across information modalities, a coding approach must have extremely low error on both tasks. Ultimately, combining all data processing parameters into a single, unified loss function significantly increases the performance of the processing pipeline.

The results shown here complement much of the recent work from the feature learning community (e.g., Hinton & Salakhutdinov, 2006), in which features that are learned during a purely unsupervised pre-training phase tend to be useful for many tasks, but are often fine-tuned using a second, supervised learning step that is specific to the demands of the task at hand. If some neurons in the brain learn receptive fields in an unsupervised manner, then the results shown here suggest that the unification of many of these neurons into one cognitive whole could outperform a pool of isolated, low-level sensory or motor neurons for a regression task.

In several ways this paper is just a first look at this sort of modeling on human pose information. In particular, we limited our examination of human pose information to snapshots of single moments in time. Movement, however, is fundamentally dynamic, so we plan to expand the techniques presented here to temporal sequences of poses, by learning codes for entire movements.
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