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Abstract — This paper introduces a prototype framework for content-based EEG retrieval (CBER). Like content-based image retrieval, the proposed framework retrieves EEG segments similar to the query EEG segment in a large database.

Such retrieval of EEG can be used to assist data mining of brain signals by allowing researchers to understand the association between brain patterns, responses, and the environment. Retrieval might also be used to enhance the accuracy of Brain Computer Interface (BCI) systems by providing related samples for training.

We present key components of CBER and explain how to handle the distinctive characteristics of EEG. To demonstrate the feasibility of the framework, we implemented a simple EEG database of about 37,000 samples from more than 100 subjects. We ran two retrieval scenarios with a set of EEG features and evaluation metrics. The results of finding similar subjects clearly demonstrate the potential of CBER in many EEG applications.

I. INTRODUCTION

Content-based retrieval, sometimes known as query-by-content, incorporates methods of computer vision and machine learning to formulate queries based on the content of a data item rather than its labeling or metadata. Content-based image retrieval (CBIR) has had a long and successful history [1], with applications in many areas including automatic identification from surveillance video, automatic tagging or annotation, and enhanced search of online image databases.

In medicine, content-based retrieval has important applications to CAD (computer aided medical diagnosis). For example, Alto et al. [2] report on the development of content-based image retrieval of mammograms to aid in the diagnosis of breast cancer. The metadata associated with the retrieved items can provide a context of potential outcomes to aid radiologist decision-making and recommendations for treatment. More sophisticated approaches using context and metadata as well as image features have been shown to improve diagnosis [3].

Content-based retrieval has also been applied to other types of signals. For example, Pawer et al. [4] created a database of EMG sensor data to retrieve stored segments in similar body poses, and Harris et al. [5] implemented content-based audio retrieval for speaker recognition.

In bioinformatics, hundreds of databases that support content-based retrieval of gene expression and/or other information are widely available and linked in an extensive network of interrelated information. The value of these systems in advancing understanding of the genome is indisputable [6], [7].

In this paper, we propose a framework for content-based Electroencephalography (EEG) retrieval (CBER). The idea is that given a small segment of EEG, one might perform a query to retrieve similar segments in a larger corpus. Such retrieval in a large database of EEG can provide a context to aid in analysis. For example, a researcher can examine the metadata for the set of responses to a query to determine what the responses have in common. If certain metadata values occur in the response more frequently than random (i.e., the response is enriched for a particular value), one might potentially make an association of the query with the metadata value. Such enrichment approaches are widely used in bioinformatics to annotate unknown genes and other entities.

Content-based EEG retrieval (CBER) might also be used to enhance the accuracy of Brain Computer Interface (BCI) systems. Lu et al. [8] proposed the regularized CSP to overcome the small sample problem of BCI classifier training. They use samples from other randomly selected subjects to increase the number of training samples. A database supporting similar-subject retrieval could provide samples of similar subjects to enhance the classifier performance rather than randomly selected subjects.

Large databases of EEG are also becoming available for computer-aided diagnosis of epilepsy. The EPILEPSIAE project is a European effort to produce a high-quality, highly-annotated database of multi-channel continuous EEG recordings of 300 subjects that includes epileptic events [9]. A CBER front end could look for similar epileptic events, but can also retrieve patients with similar normal brain signals.

Finally, CBER approaches can be used to assist data mining of brain signals by allowing researchers to understand the association between brain patterns, responses, and the environment.
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CBER has only recently become feasible and presents a number of technical challenges beyond those faced by more traditional image-based systems. Foremost is the lack of available ground truth. An ordinary person can look at an image and evaluate whether it resembles a Starbuck’s logo, but identification of EEG signals beyond a few stereotypical behaviors associated with artifacts or brain states such as alpha spindling, is not possible from visual inspection. Another issue is the lack of availability of large-scale annotated databases. A third issue is the difficulty of framing questions that can be answered to further understanding of signals.

A content-based EEG retrieval system, like its CBIR counterpart, starts with a corpus of data, a set of feature functions, a retrieval mechanism, and an evaluation process. A simple example would be to use the raw signal as a feature vector and simply retrieve vectors that are closest to this vector. Either a distance cutoff or the number of results returned could limit the search. Such an approach could be easily supported by existing database infrastructure such as PostgreSQL [10].

A difficulty with such a straightforward approach is that EEG signals are noisy and subject to artifacts. There is no standardized way of removing artifacts from either the stored signals or the query signals. The choice of removal approach might have a significant impact on the signals that are retrieved. Also, the signal amplitudes depend on the exact placement of the headsets making straightforward distance metrics problematic, and high-dimensional nature of the query features will suffer the curse of dimensionality.

This paper introduces a framework for CBER and demonstrates its feasibility. We use a publicly available EEG corpus (the BC12000 dataset available on PhysioNet [11], [12]), some simple, frequently-used features, and several established metrics to retrieve EEG segments belonging to the same and similar subjects. Section II introduces the features and the metrics. Section III describes the experimental setup, and Section IV presents the experimental results. Section V discusses these results and the prospects for CBER.

II. CBER FRAMEWORK

The basic workflow for CBER is shown in Fig. 1. Preprocessing and feature extraction must be accessible during both database construction and query processing. Preprocessing of EEG data generally includes filtering, faulty signal removal, and artifact removal. In this paper, we have chosen features that can easily be computed on-the-fly on short segments of data. This requirement is not strictly necessary for data mining applications, where large segments of input EEG might be mined by comparison with a database. Depending on the application, the retrieved data might be post processed, possibly by combining with information from other sources or by statistically refining retrieved results. The remainder of this section introduces the features and the metrics used for evaluation in this paper.

A. Features

For feature extraction, we assume that each EEG dataset contains measurements from $K$ segments or epochs, containing $N$ time points measured from each of $L$ channels. The data is presented as an $L \times N$ array of epoched data. A query consists of an $L \times N$ array containing the measurements from a single epoch. In this paper, we consider five (5) frequently used EEG feature types as listed in Table I.

The features shown in Table I fall into three categories: statistical, temporal, and spectral. All of these features are amplitude-independent, in the sense that multiplying the signal by a constant after removing the mean does not change the value. The resulting feature sizes, when calculated from an $L \times N$ input vector, are listed in the last column of Table I. Table II summarizes some notation needed for describing the features.

Kurtosis, also known as the scaled $4^{th}$ moment, measures the size of the tails in the signal probability distribution. For the time series $X$, the kurtosis is defined as:

$$f_K(X) = \frac{M_4}{\sigma^4}$$

The kurtosis function maps a vector into a single value. When applied to an array of $L \times N$ inputs, the kurtosis is evaluated for each row, i.e. channel, separately to calculate a feature vector of size $L$. The kurtosis of the normal distribution is 3. Kurtosis values greater than 3 indicate the probability distribution of $X$ has tails that contain more weight than a normal distribution. Kurtosis is useful for detecting a preponderance of uncommonly large or small values and is often used in EEG data for artifact detection, particularly of eye blinks, which have large amplitude deviations from normal signals.

The mobility, which is defined as the ratio of the standard deviation of the first difference and standard deviation of the original signal, is a measure of the relative average slope. For the time series $X$, the mobility is defined as [13], [14]:

### TABLE I. THE LIST OF FEATURES

<table>
<thead>
<tr>
<th>Category</th>
<th>Name</th>
<th>Description</th>
<th>Feature size $^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical</td>
<td>Kurtosis ($f_3$)</td>
<td>Measure of outlier samples (weight of distribution tails)</td>
<td>$L$</td>
</tr>
<tr>
<td>Temporal</td>
<td>Mobility ($f_0$)</td>
<td>Mean frequency of spectral density</td>
<td>$L$</td>
</tr>
<tr>
<td></td>
<td>Complexity ($f_1$)</td>
<td>Measure of excessive details</td>
<td>$L$</td>
</tr>
<tr>
<td></td>
<td>Autoregressive ($f_2$)</td>
<td>Time dynamics of each channel</td>
<td>$P \times L$ ($P$: model order)</td>
</tr>
<tr>
<td>Spectral</td>
<td>Band Intensity Ratio ($f_4$)</td>
<td>Ratio of spectral intensities in specific frequency ranges</td>
<td>$L$</td>
</tr>
</tbody>
</table>

$a$. Features are generated for a windowed signal represented by an $L \times N$ array, where $L$ is the number of channels and $N$ is the number of samples in a window. An input dataset of size $L \times N \times K$ produces $K$ feature vectors.
For an input array of size $L \times N$, the complexity generates a feature vector using model order $P$.

$$f_m(X) = \frac{\sigma_d}{\sigma_s}$$

Like the kurtosis, the mobility function maps a vector into a single value and generates a feature vector of size $L$ for an $L \times N$ input array. In [13], Hjorth interprets the mobility in the frequency domain and shows that the mobility is directly related to the standard deviation of the power spectrum along the frequency axis. Therefore, the mobility can be used to compare the spectral characteristics of EEG data.

The complexity, which is the ratio of the mobility of the first difference of the signal and the mobility of the signal itself, measures the amount of detail in the time series signal. The mobility of the first difference is obtained in a way analogous to the mobility of the original signal, but uses the first and second differences of the signals, respectively. For the time series $X$, the complexity is defined as [13], [14]:

$$f_c(X) = \frac{f_m(D)}{f_m(X)} = \frac{\sigma_s \cdot \sigma_x}{\sigma_d^2}$$

For an $L \times N$ input array, the complexity generates a feature vector of size $L$. The minimum value of the complexity is unity when the signal does not have any details. An example of a signal with no details is a pure sine wave [13]. Adding details increases the complexity from unity. However, the complexity is not a linear function of the number of sinusoidal components. Although mobility is a nonlinear function, it is still useful for comparison of EEG signals.

The autoregressive (AR) method represents the time signal as a linear combination of the signal values at the previous $P$ time points:

$$x_n = \sum_{i=1}^{P} a_i x_{n-i} + \epsilon_n$$

where $\epsilon$ represents noise and the $a_i$ are computed by using linear regression to fit the data. For the time series $X$, the AR feature vector using model order $P$ is defined as:

$$f_a(X) = [a_1 \ldots a_P]'$$

Because the AR model maps a vector into $P$ values, it generates a feature vector of size $L \times P$ for an input array of size $L \times N$. We use the AR function to extract dynamic information for each EEG channel.

The band intensity ratio ($B_{ij}$) is a ratio of spectral intensity in frequency band $I$ to that in frequency band $J$. Following [15] we use the sum of absolute values of the Fourier coefficients in each frequency band to represent the information. In EEG research, $\delta$ (0.5–4Hz), $\theta$ (4–7 Hz), $\alpha$ (8–12Hz), $\beta$ (12–30 Hz), and $\gamma$ (30–100 Hz) are commonly used frequency ranges. In the paper we use $B_0 = B_{0\alpha}$, the ratio of intensities in the alpha ($\alpha$) and beta ($\beta$) bands because these bands are known to be related to decision-making and motor activity.

### B. Evaluation metrics

To measure the performance of retrieval, we compare three evaluation metrics: Mean Average Precision (MAP), Averaged Normalized Modified Retrieval Rank (ANMRR), and Mean Normalized Retrieval Order (MNRO).

MAP is a set-based evaluation metric, while ANMRR and MNRO are rank-based evaluation metrics. Set-based metrics are useful when a user only cares whether the correct samples are retrieved but is not concerned about retrieval order [16]. For example, in image retrieval, the order of the retrieved results may not be important because a user intends to evaluate the entire result set. On the other hand, if results retrieved first are weighted more heavily or treated as more relevant, then a ranked-based metric should be used. ANMRR is a rank-based metric that was adopted in the MPEG-7 standard [17]. MNRO is another rank-based metric that accounts for the database size and relative frequencies of the image content. Depending on the application type, users can choose an appropriate metric for their evaluation.

The precision is the ratio of the number of correct or relevant items retrieved over the total number retrieved. The average precision $AP$ for a single query $q$ is the average of the precision scores after each correct retrieved item [18].

$$AP(q) = \frac{1}{N_{q}(q)} \sum_{i=1}^{N_{q}(q)} P_q(r_i)$$

where $P_q(r_i)$ is the precision at the $i$th retrieved relevant item, $r_i$, and $N_{q}(q)$ is the number of relevant samples for query $q$. MAP is the mean of the average precision scores over all queries in the query set $Q$:

$$MAP = \frac{1}{|Q|} \sum_{q \in Q} AP(q)$$

Rank-based measures are often used to evaluate retrieval because this metric assumes that correct queries retrieved earlier (ranked first) are of more value [16]. ANMRR, a retrieval metric used by MPEG-7, is a rank-based metric that
normalizes its score into the range of 0 to 1 for the best to the worst retrieval results, respectively [17].

Simple rank-based measures can be affected by outlier relevant samples. To reduce the effect of outliers, ANMRR defines a threshold \( K \), the boundary of meaningful results, as:

\[
K = \min(X \times N_R(q), 2 \times G)
\]

where \( G = \max\{N_R(q)\} \) and \( X = 2 \) if \( N_R(q) > 50 \), otherwise \( X \) is 4. \( AVR(q) \), the average retrieval rank score of query \( q \), is defined as:

\[
AVR(q) = \frac{1}{N_R(q)} \sum_{r=1}^{N_R(q)} s(r_i)
\]

where \( s(r) \) is the score of \( r \)th relevant sample \( r_i \). If the rank of \( r_i \) is smaller than \( K \), the score is the rank of \( r_i \). Otherwise, the score is \( 1.25 \times K \). In other words, the \( AVR \) applies a rank cutoff to reduce the effect of outliers. The modified retrieval rank score (MRR) and the normalized modified retrieval rank (NMRR) are defined as:

\[
MRR(q) = AVR(q) - 0.5 \times [1 + N_R(q)]
\]

\[
NMRR(q) = \frac{MRR(q)}{1.25 \times K - 0.5 \times [1 + N_R(q)]}
\]

Finally, ANMRR is the average of NMRR over all queries. Due to the threshold \( K \), ANMRR is less affected by outlier relevant samples. However, the ANMRR does not account for the size of the database.

Chatzichristofis et al. [16] proposed a modification of ANMRR called MNRO that adjusts the \( K \) factor to account for the size of the database and then applies a sigmoidal scaling to calculate a nonlinear rank weighting that rises quickly for ranks less than \( K \) and then tapers off.

To count for the size of database in the evaluation, MNRO defines \( K \) according to the generality of the query. Let the query generality, \( g(q) \), denote the generality of the query, which is the fraction of relevant samples in the database.

\[
g(q) = \frac{N_R(q)}{N}
\]

Here \( N_R(q) \) is the total number of relevant samples to the query \( q \), and \( N \) is the total number of samples in a database. A large value of generality means that it is easy to find relevant samples in a database because there are many relevant samples. Small generality means there are only few relevant samples or the database is very large, so it is harder to find relevant samples.

The adjusted value of \( K \) considers both the number of relevant samples and the size of the database:

\[
K = \begin{cases} 
4 \times N_R(q) & g(q) \geq 0.01 \\
0.04 \times N_R(q) & g(q) < 0.01 
\end{cases}
\]

The Normalized Retrieval Order (NRO) for the correct item \( r \) is defined as:

\[
NRO(r) = \begin{cases} 
0 & GT(r) = Rank(r) \\
e^{-0.3668 \times e^{-5.2074 \times ARank(r)}} & GT(r) < Rank(r)
\end{cases}
\]

Here \( GT(r) \) is the rank of retrieved sample \( r \) in the correct samples, and \( ARank(r) \) is:

\[
ARank(r) = \frac{Rank(r) - 1}{K - 1}
\]

MNRO(q) is the mean over the set of relevant samples \( R(q) \) for query \( q \):

\[
MNRO(q) = \frac{1}{N_R(q)} \sum_{r \in R(q)} NRO(r)
\]

MNRO is the mean of MNRO(q) over all queries.

III. EXPERIMENTAL SETUP

Fig. 1 gives an overview of the workflow for our EEG retrieval system, and Table III summarizes the parameter choices used in this paper to illustrate the framework. The details of each step are explained in the following sections.

A. Experimental data

We use the BCI2000 dataset collection (EEG Motor Movement/Imagery Dataset) created by Schalk et al. [11]. The collection is publicly available and can be downloaded from PhysioNet [12]. This data collection consists of 64-channel EEG recordings from 109 subjects. Each subject performed two baseline tasks (eyes open and eyes closed) and four different types of motor imagery task pairs (open or close left/right fist, imagine open or close left/right fist, open or close fists/hands, and imagine open or close fists/hands). A baseline task dataset contains one long (1 minute) baseline epoch and a motor imagery task dataset contains thirty short (4.1 ~ 4.2 seconds) epochs that are a specific task pair intermixed with a rest task. Because each subject did one experimental run of each baseline task one time and three runs of each of the four pairs of motor imagery tasks, each subject has a total of 14 datasets and a total of 362 epochs.

We excluded subjects 88, 92, and 100 because they were acquired at a different sampling rate and subject 89 because of non-standard annotations. We also excluded subjects 104 and 106 because they have some shorter epochs than other subjects. The test database therefore consisted of 37,286 epochs from 103 subjects.

B. Removal of noise and artifacts

To remove the overall signal mean and general signal noise, we use several signal filters. First, we high-pass filtered at 1Hz to remove the overall mean, and then low-pass filtered at 70Hz to remove high frequency noise. We also applied a notch filter to remove 60Hz noise.
Subject-generated EEG artifacts resulting from eye and muscle activity as well as global movements often have amplitudes that are much larger than signals originating from ordinary brain activity. Because artifact signals can seriously distort recorded brain signals, most EEG studies attempt to remove them during preprocessing. Unfortunately, there is no accepted standard practice for artifact removal and most published work augments automatic removal with manual identification.

A successful database retrieval framework requires a standardized approach to artifacts that does not include manual identification. The majority of the results in this paper were obtained for a database of data that did not have additional artifact removal beyond simple filtering (high, low, and notch). To test the effect of automated artifact removal, we also ran tests using the automated FASTER toolbox by Nolan et al. [19]. Internally, FASTER uses ICA to distinguish artifacts from brain signals. The effects of artifact removal are reported in Fig. 5.

### C. Segmentation

The original EEG data consists of long continuous multi-channel signal recordings. For storage and retrieval, we segment these continuous recordings into epochs, which are equal-sized intervals time-locked to specific events. The BCI2000 datasets have 11 event types falling into three categories: baseline, task, and rest. The recording of baseline behavior is 1 minute, while each task is recorded for about 4.2 seconds immediately following the task trigger. The task behavior is followed by 4.1 seconds of rest behavior.

As indicated from Table III, we have tested the system with epoch lengths of 1, 2, 3, and 4 seconds. For segment lengths of 1 second, only the first second of signal in each epoch is retained. In case of baseline epochs, which have only one event for one minute recording, we assume there is a virtual event marker every 4 seconds and segment the baseline epoch based on these virtual markers. As a result, each subject has a total of 390 segments.

### D. Feature extraction

As discussed in Section II, we test our framework using five different features: kurtosis, mobility, complexity, autoregressive, or Band Intensity Ratio.

### E. Retrieval

To find the similar samples to a query sample, we calculate the distance between the query and test sample features using the sum of squared differences (SSD).

$$SSD \left( f_q, f_t \right) = \sum_{i=1}^{L} \left( f_q^i - f_t^i \right)^2$$

where $f_q^i$ is the $i^{th}$ component of the query feature vector, $f_t^i$ is the $i^{th}$ component of the test feature vector, and $L$ is the length of a feature vector.

After measuring distances of all possible pairs, samples are sorted according to their distance from the query sample. The system returns the ordered list of samples for each query.

### F. Evaluation

We used three metrics: MAP, ANMRR, and MNRO to evaluate the performance. As explained in Section II, the range of the MAP metric is 0 to 1 for the worst to the best cases, while ANMRR and MNRO range from 1 to 0 for the worst to the best cases. To display these metrics on the same scale, we use (1−ANMRR) and (1−MNRO) on the graphs.

### IV. RESULTS

Using the proposed framework, we can evaluate the effects of various parameter choices under different retrieval scenarios. We restrict the target of retrieval to fixed length time slices of multichannel EEG.

For the experiments, two retrieval scenarios were used: same-subject retrieval and similar-subject retrieval. The goal of the same-subject retrieval is to find samples from the same subject. The goal of similar-subject retrieval is to find which subjects are most likely to be retrieved in response to queries from a particular subject. Similar subject retrieval can be used in a number of applications including propagating subject metadata and augmenting test datasets. Most of the results below are presented for same-subject retrieval. In this retrieval task, each epoch is used as a potential query. The three metrics (MAP, ANMRR, and MNRO) are averages over all queries.

#### A. Effect of database size

We begin by testing the effect of database size using complexity as the feature. We suspect that because it is more difficult to find true samples in larger databases, the retrieval performance will degrade as the size of the database increases.

Fig. 2 compares the performance of same-subject retrieval for the three evaluation metrics when the complexity feature is used and the database size varies. Among 103 subjects, 10 to 100 subjects are randomly selected. Because each subject has 390 samples, 10 subjects are equivalent to 3,900 samples and
100 subjects are equivalent to 39,000 samples. The three metrics behave similarly, but ANMRR consistently reports better performance than the other two metrics. The results using the other features are similar.

Table IV shows the performance difference between a 10-subject database and a 100-subject database for the three metrics and different features. The MNRO metric appears to be more conservative and consistently shows a smaller difference in performance between 10 subjects and 100 subjects than the other two metrics. The MNRO metric will be used in the remainder of the paper.

### Table IV. Average Performance Degradation

<table>
<thead>
<tr>
<th>Feature</th>
<th>MAP</th>
<th>ANMRR</th>
<th>MNRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kurtosis</td>
<td>0.21</td>
<td>0.24</td>
<td>0.19</td>
</tr>
<tr>
<td>Mobility</td>
<td>0.37</td>
<td>0.34</td>
<td>0.28</td>
</tr>
<tr>
<td>Complexity</td>
<td>0.32</td>
<td>0.32</td>
<td>0.26</td>
</tr>
<tr>
<td>Autoregressive ($\rho=2$)</td>
<td>0.36</td>
<td>0.32</td>
<td>0.26</td>
</tr>
<tr>
<td>Band Intensity Ratio</td>
<td>0.31</td>
<td>0.35</td>
<td>0.27</td>
</tr>
</tbody>
</table>

b. Performance difference between database sizes of 10 and 100 subjects.

### B. Effect of feature selection

Fig. 3 shows the same-subject performance results of various features for different size databases. The autoregressive features, which capture signal dynamics, significantly out-perform the other features in all cases.

**AR** feature vectors are of length 128 when a model order of 2 is used, while the other features generate feature vectors of length 64 for 64-channel EEG data when computed over the entire epoch. To make a fairer comparison, we equalized the feature length by computing the shorter features on two consecutive two-second intervals and concatenating the feature vectors of the two segments. These results are displayed in Fig. 3. We also evaluated the features computed on the full 4-second intervals and found that they did not change significantly from those presented here.

### C. Effect of segment length

To measure the effect of segment or epoch size, we evaluated same-subject retrieval using the five different features extracted using different length segments. The same number of samples of each type was used as in the 4-second case. Fig. 4 shows the retrieval performance of each database when various lengths of segments are used. All features improve when the segment length is increased from 1 second to 4 seconds.

### D. Effect of artifact removal

To assess the effect of artifact removal on retrieval performance, we measured performance using MNRO on the 50-subject database of 4-second segments for the same-subject retrieval task. Fig. 5 shows that artifact removal (or cleaning data) does not guarantee the improvement of the retrieval performance. The retrieval performance of kurtosis and autoregressive (AR) decrease after artifact removal, while the performance of mobility is not affected by artifact removal. Only complexity and band intensity ratio (BI Ratio) appear to benefit of artifact removal.

These results are consistent regardless of the segment length. Fig. 6 shows that for AR the performance for the original data is always better than for the cleaned data in a 50-subject database regardless of the segment length.

### E. Application: finding similar subjects

A potential application of EEG databases is to find similar subjects. We tested to see if the false positives retrieved for a particular subject tended to cluster in a small group of other subjects. We used the 103-subject database of 4-second segments and AR features.
that if the query set is large enough (in this case twice the close to one for same-subject retrieval, Fig. 7 demonstrates retrieval is feasible and has many potential applications. The results clearly show that content-based EEG evaluation metrics. These experiments ranged from basic real EEG data using five different features and three query-by-example retrieval and conducted experiments with implemented a simple EEG prototype database supporting retrieval (CBER). To verify the proposed framework, we

Fig. 7 shows a typical result. The figure depicts a two-dimensional histogram of the top K query responses for Subject 7 using AR features and a segment length of 4 seconds, where K is twice the number of true same-subject samples. Because Subject 7 has 390 samples, the graph has 390 rows and K is 780. Each row shows the number of returned results from different subjects for a particular query example from Subject 7. The columns of the graph correspond to the counts of retrieved results for each subject in response to the individual Subject 7 queries. As Fig. 7 shows, the most popular subject in the top K samples is the query subject. However, Subjects 17, 32, and 66 also show a strong affinity for Subject 7 queries. A histogram of the counts averaged over the queries is shown at the top of the figure.

This result is consistent across query subjects. Each subject has a few subjects whose queries show a strong affinity for its queries. One can estimate a p-value for the likelihood that this number of matches could have occurred by random chance or simply calculate the ratios of average counts.

V. DISCUSSION

This paper proposes a framework for content-based EEG retrieval (CBER). To verify the proposed framework, we implemented a simple EEG prototype database supporting query-by-example retrieval and conducted experiments with real EEG data using five different features and three evaluation metrics. These experiments ranged from basic feature comparison to the application of finding similar subjects. The results clearly show that content-based EEG retrieval is feasible and has many potential applications.

Although the numeric values of the chosen metrics are not close to one for same-subject retrieval, Fig. 7 demonstrates that if the query set is large enough (in this case twice the number of true positives), the majority of the correct samples will be among the retrieved results, as well as those from a small number of additional subjects. One way similar-subject retrieval might work in practice is for the user to present a collection of EEG epochs from a subject to the system. The system could evaluate similarity using the database, augmented by the subject’s own samples. The results would provide a measure of how successful these features were for self-retrieval. The best features for this subject could then be used to retrieve similar subjects in the database.

Autoregressive features appeared to be the most useful for the subject retrieval task and seemed to perform better for 4-second segments. Both kurtosis and autoregressive features performed better for data before artifacts were removed. In some ways this is not surprising, as these features are both effective in detecting artifacts [20]. It is possible that some of the effectiveness of AR features is their ability to capture eye activity. However, the FASTER automated artifact removal applied here is very aggressive in removing eye-activity as well as other activity regarded as noise. AR features still retained their advantage after artifact removal. It should be noted that the BCI2000 corpus was relatively free of artifacts and did not have a large amount of blink activity.

For test purposes, this work used an in-memory database. However, actual implementation on a larger scale requires a database management system (DBMS). We have implemented such a system on top of PostgreSQL [21]. While intrinsically a traditional relational database, PostgreSQL supports a number of features that facilitate its use as a CBER system. In particular, PostgreSQL supports the storage of arbitrary vectors as individual table elements and also supports K-nearest neighbor queries. This facility allows the pre-computation and storage of a large number of different features as well as information about how epochs were assigned to various types of classes using different classifiers. The database can then be mined to compare different features for different tasks on a fairly large scale.

We have run two retrieval scenarios: same-subject retrieval and similar-subject retrieval and demonstrated the potential of such approaches. Other retrieval tasks --- such as same task retrieval are more difficult, and our preliminary results with the five simple features presented in this paper showed large variations in performance among subjects and the particular tasks.

Ultimately, the success of retrieval will depend on the quality of the features relative to the retrieval task. Many approaches are possible for improving performance including different ways of combining features and post processing through secondary classifiers. Experiments to understand the brain and body during active behavior often provide additional measurements besides EEG, such as eye-tracking and movement sensors. Thus type of diverse information may serve to augment and annotate features for additional retrieval tasks.
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