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Abstract—Instead of using single kernel, different approaches of using multiple kernels have been proposed recently in kernel learning literature, one of which is multiple kernel learning (MKL). In this paper, we propose an alternative to MKL in order to select the appropriate kernel given a pool of predefined kernels, for a family of online kernel filters called kernel adaptive filters (KAF). The need for an alternative is that, in a sequential learning method where the hypothesis is updated at every incoming sample, MKL would provide a new kernel, and thus a new hypothesis in the new reproducing kernel Hilbert space (RKHS) associated with the kernel. This does not fit well in the KAF framework, as learning a hypothesis in a fixed RKHS is the core of the KAF algorithms. Hence, we introduce an adaptive learning method to address the kernel selection problem for the KAF, based on competitive mixture of models. We propose mixture kernel least mean square (MxKLMS) adaptive filtering algorithm, where the kernel least mean square (KLMS) filters learned with different kernels, act in parallel at each input instance and are competitively combined such that the filter with the best kernel is an expert for each input regime. The competition among these experts is created by using a performance based gating, that chooses the appropriate expert locally. Therefore, the individual filter parameters as well as the weights for combination of these filters are learned simultaneously in an online fashion. The results obtained suggest that the model not only selects the best kernel, but also significantly improves the prediction accuracy.

I. INTRODUCTION

Kernel based methods are widely used in the field of machine learning because of their ability to solve non-linear problems by implicitly projecting the input samples to high dimensional feature space, where the problem can be solved using linear algorithms. Support vector machines (SVM) for classification [1] and for time series prediction [2], Gaussian processes [3], [4], kernel principal component analysis [5] are some of the popular kernel based methods. Recently, adaptive filtering methods have been kernelized, called kernel adaptive filtering (KAF) algorithms [6] which are shown to be very effective in solving system identification problems. However, like other kernel based methods, KAF suffers from the difficult task of selecting an appropriate kernel.

Coming up with ways to select the best kernel has always been a challenging issue in kernel methods, and a single widely accepted solution remains to be explored. In the recent years, the techniques of multiple kernel learning (MKL) has received much popularity to address the kernel selection problem, which is based on using some combination of multiple kernels than using single kernel. Different approaches of using multiple kernels can be found in the MKL literature, that are based on the linear combination such as weighted or unweighted sum and non-linear combination such as multiplication or exponentiation. For example, Lanckriet et al. [7] and Sonnenburg et al. [8] have shown that the simplest way is to use an unweighted sum of kernel functions. On the contrary, Tanabe et al. [9] have used linear combination of kernels where kernel weights are selected based on the performance values obtained by each kernel separately, in order to avoid learning weights using some optimization techniques like in [10]. Using the notion of similarity between two kernels, called kernel alignment [11], [12], is also popular in the field of MKL.

However, the MKL methods might not fit the framework of every kernel based method, specially the sequential or online methods such as KAF. We show later in the paper that the standard MKL framework cannot be applied in the context of KAF, based on the kernel least mean square (KLMS) algorithm [13], which is one of the KAF algorithms. This is because MKL effectively searches for a hypothesis over several reproducing kernel Hilbert spaces, each defined by a particular combination of weights over the kernels, whereas in KAF it is assumed that the underlying RKHS, i.e., the respective kernel is fixed. Unfortunately, when the kernel weights change over iterations, the corresponding RKHS also changes, thus, computing these inner products becomes impractical. In order to address this problem, we describe an alternative approach to select the appropriate kernel from a pool of predefined kernels, in an online fashion. We call it mixture kernel least mean square algorithm (MxKLMS). While this method can be generalized for all KAF algorithms, here we focus only on the kernel least mean square (KLMS) algorithm.

Rather than selecting the best kernel as a weighted combination of the base kernels for the KAF, our approach addresses the kernel selection problem using weighted sum of filters learned with different kernels, each in separate RKHS associated with the respective kernel. That is, we perform the least mean square (LMS) adaptive filtering [14] simultaneously in different RKHSs, and the final filter is obtained at each instance from the weighted combination of these individual filters. This requires learning the filter parameters along with
the weights for the filter combination, in an online fashion. We use a competitive gated model to learn the combination weights, such that the filters compete among each other to explain the data at each time instance. This is done by using softmax function as a gating function. Hence, this method is a gated competition of experts [15], where each expert is a filter learned in the RKHS induced by each kernel. Here, the gate is a function of the performance of the filter, as the gate parameters are updated based on the gradient descent on the squared error, keeping the individual filter parameters constant. In addition, the individual filter parameters are adapted sequentially based on the gradient descent on the squared error keeping gate parameters constant. The gating function is calculated to forecast which expert should be given more weight. By using such a gate, we are effectively imposing sparsity constraint on these combination weights. The fact that this is an online algorithm, is very beneficial for solving practical problems.

Competitive gating was first introduced in the mixture of experts (MOE) model [16]. It has been popularly used to combine models learned with different realizations of unknown system parameters such as process and measurement noise [17], [18], [15] or different subsets of input data [19], in order to address issues related to non-stationarity, accuracy, computational burden, etc. The common aspect on these methods and our method is that, the experts compete to represent the input at each time instance. This gives the filter a unique ability to adaptively adjust to the abrupt changes in the system by changing the best kernel at different instance of time. Such an ability of being able to switch between models at different instance of time would be very beneficial for non-stationary system identification. This method is particularly different from that of multi-kernel adaptive filtering [20], as it weighted MKL approach for kernel selection.

The rest of the paper proceeds as follows: Section II provides a brief overview on the KLMS algorithm. Section III explains why the conventional MKL formulation does not fit the KLMS framework. Section IV describes the proposed approach, MxKLMS and derives the learning algorithm for the approach. Section V describes the working of the method based on the prediction of a synthetic data, along with short time prediction of a chaotic time series and compares it with the KLMS algorithm. Finally, section VI concludes the paper with relevant ideas for improvement and future work.

II. KERNEL LEAST MEAN SQUARE ALGORITHM

Let $u_n \in \mathbb{U}$ be an input vector at time instant $n$, and $d_n \in \mathbb{R}$ the desired response, which is non-linearly dependent on input $u_n$. Bold symbols will be used to denote a vector in this paper.

Kernel Least Mean Square (KLMS) adaptive filtering algorithm is an online non-linear filtering method which can be seen as an application of least mean square (LMS) algorithm in feature space [21]. This algorithm maps the input data $u_n$ into a high dimensional feature space using a Mercer’s kernel, where LMS can be solved to obtain $d_n$. Mercer’s kernel is defined as a continuous, symmetric, positive-definite function

$$\kappa : \mathbb{U} \times \mathbb{U} \rightarrow \mathbb{R}$$

where the commonly used Mercer’s kernels is Gaussian kernel:

$$\kappa(u, u') = \exp \left(-\frac{\|u - u'\|^2}{2\sigma^2}\right)$$

Here $\sigma > 0$ is the kernel width. According to the Mercer’s theorem, any Mercer’s kernel $\kappa(u, u')$ induces a mapping $\varphi$ from the input space $\mathbb{U}$ to a high dimensional feature space $\mathcal{F}$ such that the following relation holds:

$$\kappa(u, u') = \varphi(u)^T \varphi(u')$$

Here $\varphi$ is regarded same as the RKHS induced by kernel $\kappa$, such that $\varphi(u) = \kappa(u, \cdot)$. Thus, the kernel induced mapping $\varphi$ maps the input data $u_n$ into $\mathcal{F}$ as $\varphi(u_n)$ where the filter weights $\Omega$ are updated by using gradient descent on the cost function. The cost function here is the mean squared difference between the desired response $d$ and the predicted response $\hat{y}$. Thus, given the new pair wise sample $(\varphi(u_n), d_n)$, $\Omega_n$, the estimate of weight vector in $\mathcal{F}$ is obtained by using LMS algorithm:

$$\Omega_n = 0$$
$$e_n = d_n - \Omega_{n-1}^T \varphi(u_n)$$
$$\Omega_n = \Omega_{n-1} + \eta e_n \varphi(u_n)$$

where, $\eta$ is the learning rate for gradient update. Then,

$$\Omega_{n+1} = \sum_{i=1}^{n} \eta e_i \varphi(u_i).$$

and also,

$$\hat{y}_{n+1} = \Omega_{n+1}^T \varphi(u_{n+1}) = \sum_{i=1}^{n} \eta e_i \kappa(u_i, u_{n+1}).$$

KLMS has been established as a self-regularized algorithm in [23], with the use of an appropriate learning rate and initial condition.

III. WEIGHTED MKL FORMULATION IN KLMS FRAMEWORK

MKL methods use multiple kernels instead of selecting one specific kernel function and its corresponding parameters. Use of multiple kernels can be defined by:

$$\kappa_{\psi}(u_i, u_j) = f_{\psi}(\left\{ \kappa_m(u_i, u_j) \right\}_{m=1}^{P})$$

where the combination function $f_{\psi} : \mathbb{R}^P \rightarrow \mathbb{R}$, can be a linear or non-linear function and $\psi$ parameterizes the combination function for $P$ different kernels. A more common implementation is where the parameters are used to combine a set of predefined kernels [10]. In this paper we will only consider the MKL algorithms that combine predefined kernels by learning the combination parameters.

In weighted combination, the combination function is linearly parametrized such that:

$$\kappa_{\psi}(u_i, u_j) = \sum_{m=1}^{P} \psi_m \kappa_m(u_i, u_j)$$
where $\psi$ denotes the kernel weights. Different versions of this approach depend on the way $\psi$ is restricted: the linear sum (i.e., $\psi \in \mathbb{R}^P$), the conic sum (i.e., $\psi \in \mathbb{R}^P_+$), or the convex sum (i.e., $\sum_{m=1}^P \psi_m = 1$ and $\psi \in \mathbb{R}^P_+$) [24]. Here, the combined feature representation is defined as:

$$\varphi_\psi(u) = \left[\sqrt{\psi_1}\varphi_1(u), \sqrt{\psi_2}\varphi_2(u), ..., \sqrt{\psi_P}\varphi_P(u)\right]^T$$

(7)

Then, the product in the combined feature space gives the combined final kernel:

$$\langle \varphi_\psi(u_i), \varphi_\psi(u_j) \rangle = \left[\sqrt{\psi_1}\varphi_1(u_i^T), \sqrt{\psi_2}\varphi_2(u_i^T), ..., \sqrt{\psi_P}\varphi_P(u_i^T)\right]$$

$$\times \left[\sqrt{\psi_1}\varphi_1(u_j^T), \sqrt{\psi_2}\varphi_2(u_j^T), ..., \sqrt{\psi_P}\varphi_P(u_j^T)\right]^T$$

$$= \sum_{m=1}^P \psi_m \kappa_m(u_i, u_j)$$

(8)

With the update of the weight $\psi$, a new RKHS is produced as a result of new kernel combination, where a new solution is obtained.

Now let us try to fit this in KLMS framework. KLMS is an online algorithm in which the weight function $\Omega_n$ is updated with every incoming new sample. Let, $\Omega_n$ be the weight function obtained at iteration $n$, that is learned in RKHS $F_{\varphi(n)}$, induced by kernel $\kappa_{\varphi(n)}$. When $\psi(n)$ is updated to $\psi(n+1)$, a new kernel $\kappa_{\varphi(n+1)}$ is obtained as a result of new kernel combination. Thus, $F_{\varphi(n+1)}$ induced by $\kappa_{\varphi(n+1)}$ is different from $F_{\varphi(n)}$ and so are their functional mappings $\varphi_{\psi(n+1)}(u_{n+1})$ and $\varphi_{\psi(n)}(u_n)$, respectively. Using KLMS update rule from (3), new weight function is given by:

$$\Omega_{n+1} = \sum_{i=1}^n \eta_{\psi(i)} \varphi_{\psi(i)}(u_n)$$

(9)

Then, using (4), the output is,

$$\hat{y}_{n+1} = \Omega_{n+1}^T \varphi_{\psi(n+1)}(u_{n+1})$$

(10)

Clearly, from (9) and (10), the inner product between two feature vectors $\varphi_{\psi(n)}(u_n)$ and $\varphi_{\psi(n+1)}(u_{n+1})$ belonging to two different RKHS $F_{\varphi(n)}$ and $F_{\varphi(n+1)}$, respectively, cannot be replaced by any Mercer’s kernel, and thus, MKL formulation does not trivially hold for KLMS. Certainly, it can no longer be framed as a kernel adaptive filter, the core of which lies in learning a function in a specific RKHS induced by a merker kernel.

IV. MIXTURE KERNEL LEAST MEAN SQUARE ALGORITHM

In this section, we propose a different formulation where the ultimate goal is to be able to learn the final hypothesis by projecting each input sample into multiple RKHS. Let, $P$ be a number of feature spaces $\mathcal{F}_1, ..., \mathcal{F}_P$ into which data is mapped using mapping functions $\varphi_1, ..., \varphi_P$, respectively. In order to avoid the issue of MKL for KAF as mentioned in section III, we reformulate the problem by expressing the final filter as a weighted sum of individual filters, $\sum_{m=1}^P \psi_m \Omega_m$, where $\psi_k \Omega_k \in \mathcal{F}_k \forall k \in \{1, ..., P\}$ are the estimate of weight function in each feature space, under the assumption $\psi_m^2 < \infty$. Then the output is $\hat{y}_n = \sum_{m=1}^P \psi_m \left(\Omega_m(n), \varphi_m(u_n)\right)$, where $\Omega_m(n)$ is $\Omega_m$ at the $n$th instance. We aim to jointly optimize both $\Omega_k$ and $\psi_k$ under the constraint $\sum_{m=1}^P \psi_m = 1$ and $\psi_k \geq 0 \forall k \in \{1, ..., P\}$, to impose sparsity. Then, for a new sample pair $\left(\varphi(u_n), d_n\right)$, $\Omega_k(n)$ in the $k$th RKHS can be obtained by using gradient descent on the cost function $J(\psi, \Omega) = e_n^2 = (d_n - \sum_{m=1}^P \psi_m \left(\Omega_m(n), \varphi_m(u_n)\right))^2$, with respect to $\Omega_k$, keeping $\psi$ constant. The update rule for $\Omega_k$ is as follows:

$$\Omega_k(0) = 0$$

$$e_n = d_n - \sum_{m=1}^P \psi_m(n) \left(\Omega_m(n-1), \varphi_m(u_n)\right)$$

$$\Omega_k(n) = \Omega_k(n-1) + \eta e_n \psi_k(u_n) \varphi_k(u_n)$$

(11)

Therefore,

$$\Omega_k(n + 1) = \sum_{i=1}^n \alpha_k, i \varphi_k(u_i)$$

(12)

where $\alpha_k, i = \eta \psi_k(i) e_i$. Thus, the weight function $\Omega_k$ learned in each RKHS $\mathcal{F}_k$ is in fact scaled by $\psi_k$, and by restricting the value of $\psi_k$ such that $\psi_k \geq 0$ and $\sum_{m=1}^P \psi_m = 1$, we are able to assess the relative importance of $\Omega_k$, and thus, the respective kernel. This restriction is imposed in optimization of $\psi_k$ by using the softmax gating function defined as:

$$\psi_k(n) = \frac{\exp(v_k(n))}{\sum_{j=1}^P \exp(v_j(n))}$$

(13)

where the gate parameter $v_k(n), \forall k \in \{1, ..., P\}$ is the intermediate weight at the $n$th instance. Then, $v_k(n)$ is obtained by minimizing the cost function $J(\psi, \Omega) = e_n^2$ with respect to $v_k$, keeping $\Omega$ constant.

$$\frac{\partial J(\psi, \Omega)}{\partial v_k(n)} = -2 \psi_k \frac{\partial}{\partial v_k} \left[\sum_{m=1}^P \frac{-\exp(v_m(n))}{\Omega_m(n)^T \varphi_m(u_n)}\right]$$

$$= -2 \psi_k \sum_{j=1}^P \exp(v_j(n)) \exp(v_k(n)) y_m(n)$$

$$+ 2 \psi_k \sum_{m=1}^P \exp(v_m(n)) y_m(n) \exp(v_k(n))$$

(14)

where $y_k(n) = \left\langle \Omega_k(n), \varphi_k(u_n)\right\rangle$. Therefore, the new intermediate weight update is:

$$v_k(n + 1) = v_k(n) - \mu \nabla v_k(n)$$

where, $\mu$ is the learning rate for the gradient descent update. Hence, we are efficiently solving a biconvex problem by using alternating minimization approach where, in the first step, the coefficients $\psi_k$ are updated such that the function $\Omega_k$ that most
is updated in proportion to \( \hat{\mathbf{\alpha}} \) coefficients which determines which expert gets equal weight, is given by, 
\[
\mathbf{\alpha}_n = \frac{1}{1 + \exp(-\beta \mathbf{u}_n^T \mathbf{\phi}(\mathbf{x}_n))} \mathbf{\alpha}_{n-1}
\]
where each expert with gradient descent on the cost, the solution is local. At the \( n^{th} \) instance, whenever an expert gives less error on the training set, its responsibility will be increased, and whenever it does worse than the weighted average its responsibility will be decreased. Therefore, so we can expect different kernel combinations at different locations of input space.

The base kernels used for the combination can be any positive definite kernels with different hyper-parameters (e.g., kernel size in Gaussian kernel) or can be different types of kernels (e.g., Gaussian, polynomial, linear, etc). In this paper, we focus on using Gaussian kernels with different kernel sizes as the base kernels, however, different types of kernels can also implemented with this algorithm.

\[\text{V. EXPERIMENTS AND RESULTS}\]

In this section, we evaluate the performance of the proposed method based on the prediction of a non-stationary synthetic dataset and on the short-term prediction of a chaotic time series. We also compare the performance in each case with that of KLMS using each of the kernel sizes used for MxKLMS, and show that MxKLMS has an ability to select the best kernel as required and also perform significantly better than KLMS.

\[\text{A. Synthetic Non-stationary Data}\]

For this experiment, a non-stationary data is generated with two main modes, consisting of abrupt and very slow change in signal amplitude. The purpose of this experiment is to show that the proposed method is able to learn the changes in the system, by adaptively tuning to the appropriate kernel at different instances of time and can give a better overall performance. The data was created using following function:

\[
\begin{align*}
\text{data} = \text{exp}(\text{u}) \sin(2\pi f_1 t) & \quad 0 < t < 1600 \\
\text{data} = \text{exp}(\sqrt{t}) \sin(2\pi f_2 t) & \quad t > 1600
\end{align*}
\]

The data was preprocessed by removing the mean and normalizing it. The preprocessed data is shown in Fig.2. The prediction problem is such that 10 previous samples are used to predict the next new sample. Simple case is shown by using two Gaussian kernels with kernel sizes \( \sigma = [0.1, 1] \) and the learning rate \( \eta = 0.9 \) and \( \mu = 2 \) respectively. The squared prediction error at every instant is plotted in Fig. 3 for MxKLMS and is compared with that of KLMS using each Gaussian kernel. The learning rate for KLMS is also same as \( \eta \). The weights for each kernel is plotted in Fig. 4. From these results, it is clear that, MxKLMS can effectively do the prediction even when the system switches between two regimes, by selecting the best kernel at each regime. For example, below \( 800^{th} \) sample, we can see that KLMS with \( \sigma = 0.1 \) does better but after that it starts to do worse, and so the weight slowly decreases. Whereas, KLMS with \( \sigma = 1 \) starts to do better and so the weight for \( \sigma = 1 \) gradually increases. Thus, MxKLMS is able to emphasize these two different kernels in two different regions. Similarly, in case of samples after 2000, we can see that MxKLMS is slowly increasing the weight for \( \sigma = 0.1 \) and decreasing it for \( \sigma = 1 \) and so we can see that the error is still decreasing. The normalized mean squared error for the synthetic data is listed in Table I.

\[\text{B. Short-term Chaotic Time Series Prediction}\]

In this section, we perform the short term chaotic time series prediction for Lorenz series. Let us consider the Lorenz
TABLE I: Normalized mean square training error for synthetic data at each instant and test error for Lorenz time series averaged over last 1000 iterations for 10 trials

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Normalized MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic Data</td>
<td>KLMS ($\sigma = 0.1$)</td>
<td>$8.62 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>KLMS ($\sigma = 1$)</td>
<td>$3.4 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>MxKLMS ($\sigma = [0.1, 1]$)</td>
<td>$2.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>Lorenz Time Series</td>
<td>KLMS ($\sigma = 0.01$)</td>
<td>$1.3443 \pm 0.3526$</td>
</tr>
<tr>
<td></td>
<td>KLMS ($\sigma = 0.1$)</td>
<td>$0.0686 \pm 0.0161$</td>
</tr>
<tr>
<td></td>
<td>KLMS ($\sigma = 0.5$)</td>
<td>$0.3268 \pm 0.1157$</td>
</tr>
<tr>
<td></td>
<td>KLMS ($\sigma = 1$)</td>
<td>$2.7187 \pm 0.9199$</td>
</tr>
<tr>
<td></td>
<td>MxKLMS ($\sigma = [0.01, 0.1, 0.5, 1]$)</td>
<td>$0.0037 \pm 0.0015$</td>
</tr>
</tbody>
</table>

chaotic system whose states are governed by the following differential equations [25]:

$$
\begin{align*}
\frac{dx}{dt} &= \beta x + yz \\
\frac{dy}{dt} &= \delta (z - y) \\
\frac{dz}{dt} &= -zy + \rho y - z
\end{align*}
$$

where the parameters are set as $\beta = 8/3$, $\delta = 10$, $\rho = 28$. The sample data are obtained using first-order approximation with step size 0.01. The first component, $x$, is used in this short-term prediction task after preprocessing such that it has zero mean and is normalized. A segment of the processed first component is shown in Fig. 5. Here, short-term prediction is done such that the current value $x(i)$, or the desired response is predicted by using the previous five values as input, i.e., $u_i = [x(i-5), x(i-4), ..., x(i-1)]^T$. A group of Gaussian kernels are used with different values of $\sigma = \{0.01, 0.1, 0.5, 1\}$. The learning rates $\eta$ and $\mu$ are selected to be 0.8 and 4 respectively. The performance of prediction is quantified based on the normalized mean squared error of predicting 100 test samples after every iteration. Fig. 6 shows the learning curve computed for 3000 samples averaged over 10 trials with a different test sequence every time. The performance of MxKLMS (proposed method) is compared with that of KLMS using each of the Gaussian kernels used for MxKLMS and learning rate same as $\eta$. We can see that MxKLMS is able to out-perform KLMS. The kernel selected by MxKLMS based on training error is shown in Fig. 7. The mean of normalized test MSE over last 1000 iterations over 10 trials are listed in Table I. It is clear that the proposed method not only selects the best kernel from a group, but also gives a significantly better performance compared to KLMS.

VI. CONCLUSION

We proposed a different method unlike the conventional MKL formulation, for adaptively selecting the appropriate kernel, which can be used in online learning scenarios. We showed that the conventional MKL formulation does not necessarily fit all the kernel based methods, one of which being KAF and if we apply MKL to KAF, then the theoretical model of learning in RKHS cannot be justified. Hence we derived the mixture kernel LMS (MxKLMS) algorithm to
be able to learn in multiple RKHS simultaneously, as an alternative to the MKL approach. We showed that MxKLMS can adaptively select the appropriate kernel and can also switch between different kernels in response to abrupt changes in the time series. Not only can the proposed method select the appropriate kernel, it also significantly reduces prediction error compared to KLMS. Such a property of being able to learn the appropriate kernel in an online fashion, thus reducing the prediction error, can be very beneficial for practical problems related to system identification. One of the important issues of this method is its computational complexity as it uses multiple RKHSs, which in principle implies a higher number of operations. It would be interesting to come up with a way to address this issue. Moreover, detailed study of this approach and its application for different practical problems such as non-stationary system identification can be potential future work.
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