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Abstract—In this paper, we present our on-going research to allow humanoid robots to learn spatial perception. We are using artificial neural networks (ANN) to estimate the location of objects in the robot’s environment. The method is using only the visual inputs and the joint encoder readings, no camera calibration and information is necessary, nor is a kinematic model. We find that these ANNs can be trained to allow spatial perception in Cartesian (3D) coordinates. These lightweight networks are providing estimates that are comparable to current state of the art approaches and can easily be used together with existing operational space controllers.

I. INTRODUCTION

The field of robotics has advanced steadily over the last decades. Ever more complex robots with the ability to perform more complex actions have appeared in research labs and have become available in industry and to the public. Yet the majority of robotic systems are still mainly performing pre-programmed automation tasks. While e.g. humanoid robots have been proposed to assist with activities of daily living, especially in household tasks and elderly-care, no robust and useful systems are currently available – neither in research nor in industry.

To make robots more robust and adaptable in real-world scenarios a big issue to overcome is the lack of autonomy. The recent progress in autonomous capabilities are needed to be further extended for the future use of robots in interesting settings. An important step to perform autonomous decisions and actions is to perceive the world. Perception though is still a hard problem in robotics.

The need for robust perception, in a variety of settings, led us to investigate machine learning approaches together with computer vision to tackle the impeding problems with humanoid robots. These systems, designed to be human-like, need to heavily rely on sensor systems that are biologically inspired. For example, most humanoid robots, have to use cameras to visually perceive the environment, whereas in mobile robots the use of time-of-flight sensors has become the norm.

The simplicity with which humans and animals interact with their environment is still far from reach for robots. To overcome this gap artificial systems with higher sensorimotor integration are being designed. These robots though have been pushing the limits of traditional control theoretic methods. A coordinated approach to motor planning, control, estimation, prediction and learning is needed.

Spatial perception, that is the detection and localisation of objects in the scene, has recently been of increased interest in robotics. This localisation is needed for on-line motion planning, obstacle avoidance, and object manipulation. While various new sensors have been proposed and used, we herein restrict ourselves to the use of visual information provided by two cameras (‘eyes’) in the head of the humanoid robot.

In this work, we present a machine learning setup that provides a humanoid robot with a method to estimate the position of objects relative to itself in 3D Cartesian space.

II. PROBLEM DESCRIPTION AND RELATED WORK

The development of spatial perception in humans is an active research topic. In humans it develops over time from observation and interaction with the world. Research in the fields of brain- and neuro-science show clear trends on what changes during this development of spatial cognitive abilities, how these changes happen is not clear [1]. There is, for instance, evidence showing that the metric precision changes systematically over time (from 2-11 year old kids) [2].

Our developmental approach uses machine learning to create a purely vision-based spatial perception. We use Artificial Neural Networks (ANN) to provide our humanoids with the ability to estimate the location of objects perceived by the robot’s cameras. There are various approaches of localising objects in use in the field of robotics. An important factor in deciding which techniques to use is the reference frame in which the objects position will be represented. Herein we use the operational space of the robot (3D Cartesian space).

The problem of localising objects in 3D given multiple images from cameras in different locations is widely known in the computer vision literature as ‘Stereo Vision’ [3]. In the following discussion, we try to explain the problems with stereo vision on humanoid robots, by using our experimental platform, the iCub humanoid robot [4], as an example. CSL and CSR refer to the local reference frames of the left and right cameras respectively, the reference frame of the body is CSBody, but as it is mounted at a fixed point this is also the reference frame chosen for the environment. Therefore C$\mathcal{S}$World denotes the common environmental reference frame, in which we seek to express object locations. Cameras that photograph the same scene from two different locations provide different 2D projections of the 3D scene. If the ‘intrinsic parameters’ that specify each camera’s projection from 3D to 2D, as well as the ‘fundamental matrix’ that is the rigid-body transformation between CSL and CSR are
known, and if there are some features of the scene that can be identified in both images, then the 3D locations of these features can be triangulated. Hartley and Zisserman [3] give a thorough review of approaches based on this principle, we refer the interested reader to their book.

While traditional stereo vision approaches, based on projective geometry, have been proven effective under carefully controlled experimental circumstances, they are not ideally suited to most robotics applications. Intrinsic camera parameters and the fundamental matrix may be unknown or time varying, and this requires the frequent repetition of lengthy calibration procedures, wherein known, structured objects are viewed by the stereo vision system, and the required parameters are estimated by numerical algorithms. Assuming a solution to the standard stereo vision problem, applying it to a real physical robot to facilitate object manipulation remains a challenge. In many robotics applications, it is somewhat inconvenient to express the environment with respect to a camera. For example, from a planning and control standpoint, the most logical choice of coordinate system is CSWorld, the reference frame at the base of the manipulator, which does not move with respect to the environment. In order to transform coordinates from CSL or CSR to CSWorld, such that we can model objects and control the robot in the same frame of reference, an accurate kinematic model of the robot is required. If such a model is available, it must be carefully calibrated against the actual hardware, and even then its accuracy may be limited by un-modelled nonlinearities.

The precision of these approaches depends upon an accurate kinematic model of the iCub. A very accurate model, or estimation of the model, is therefore necessary. There exists currently no module estimating the kinematics of the iCub, for other robotic systems this has been done: Gloye et al. used visual feedback to learn the model of a holonomic wheeled robot [5] and Bongard et al. used sensory feedback to learn the model of a legged robot [6], but their method uses no high-dimensional sensory information (such as images).

Current approaches of localising objects on the iCub are limited to the ‘Cartesian controller module’, providing a basic 3D position estimation functionality [7]. This module works well on the simulated robot, however its performance on the hardware platform is weak1, this is because of inaccuracies in the robot model and camera parameters (even with regular camera calibration).

In robot learning, especially imitation learning, various approaches have been investigated to tackle localisation problems. Sauser & Billard have investigated the problem of reference frame transformations from a neuroscience perspective [8], with a special focus on human-robot-interaction less so on accuracy. They were able to imitate gestures from a teacher on a Hoap-2 humanoid robot with external fixed cameras. Though promising their approach has so far not been extended to systems with non-stationary cameras. Machine Learning has earlier been used for spatial perception in simpler scenarios, e.g. Leitner et al. used Artificial Neural Networks (ANNs) to estimate positions of objects to be manipulated by a robot on a 2D plane (a table) [9].

We show that localising objects from vision can be learned on a humanoid robot. The learning does not require explicit knowledge of the camera parameters or the kinematic model.

**III. Machine Learning Approach**

In this paper we present a biologically inspired machine learning approach by using a feed-forward artificial neural network (ANN). An ANN is an information processing technique inspired by the way the human nervous systems processes information. Inspired by the neurons in human brains, which receive signals — electric impulses transmitted by chemical processes — from other neurons, modify the signals and forward them to their connections. An artificial neuron in comparison is a computational unit with many inputs and one output. The neuron ‘fires’ based on the input pattern received (Fig. 2). The key difference of artificial neural networks is in the structure of the system. They are a network of interconnected firing neurons, with the important possibility to be trained. Neural networks, especially because of the power to derive meaning from complicated or imprecise data, have been used in a variety of applications.

1There errors tend to be in the 3-4 cm range, when localising an object in a typical object manipulation position (in front of the robot, in reachable distance, e.g. on a table).
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**Fig. 1.** The coordinate frames relevant for object localisation on the iCub. Cameras located at the origin of CSL/CSR are used to express the position of objects with respect to the CSWorld.
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**Fig. 2.** Model of a human brain cell (neuron, A) and an artificial neuron (B) used in Artificial Neural Networks (ANNs). Image by [10].
TABLE I
A TYPICAL ENTRY FROM THE DATASET AND THE LIMITS USED TO SCALE THE FEATURES AND LOCATIONS FOR THE NEURAL NETWORK.

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>Y</th>
<th>X</th>
<th>Y</th>
<th>width</th>
<th>height</th>
<th>X</th>
<th>Y</th>
<th>width</th>
<th>height</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vector</td>
<td>v₀</td>
<td>v₁</td>
<td>v₂</td>
<td>v₃</td>
<td>v₄</td>
<td>v₅</td>
<td>v₆</td>
<td>v₇</td>
<td>v₈</td>
<td>v₉</td>
</tr>
<tr>
<td>Example</td>
<td>479</td>
<td>411</td>
<td>429</td>
<td>401</td>
<td>99</td>
<td>25</td>
<td>503</td>
<td>437</td>
<td>477</td>
<td>429</td>
</tr>
<tr>
<td>min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>max</td>
<td>640</td>
<td>480</td>
<td>640</td>
<td>480</td>
<td>640</td>
<td>480</td>
<td>640</td>
<td>480</td>
<td>640</td>
<td>480</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Neck</th>
<th>Eyes</th>
<th>Torso</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vector</td>
<td>v₁₂</td>
<td>v₁₃</td>
<td>v₁₄</td>
<td>v₁₅</td>
</tr>
<tr>
<td>Example</td>
<td>-10.0</td>
<td>0.0</td>
<td>-19.9</td>
<td>-19.9</td>
</tr>
</tbody>
</table>
| min    | -25   | -25   | -10   | -20     | -15   | 5     | -20   | -20   | 0     | 0.6   | 0.3   | -0.2  
| max    | 25    | 25    | 10    | 20      | 15    | 5     | 20    | 20    | 50    | 0.6   | 0.3   | -0.2  |

Fig. 3. The model of the feed-forward ANN used for location prediction herein. The inputs are based on computer vision and the state of the robot, depicted on the left. These input neurons are connected to a hidden layer of neurons, which in turn are connected to the single output unit. This unit predicts the position of the object in one axis (of the 3D Cartesian space). (Note: Bias nodes and connections are omitted.)

A. Artificial Neural Network (ANN) Model

We are using a feed-forward ANN, consisting of three layers: one input layer, a hidden layer, and an output layer. This structure of an ANN is sometimes also referred to as a multi-layer perceptron [11]. Each input, in our case image coordinates and robot pose information, arrives at an input node in the input layer of our ANN. As our network is fully connected this input is then provided to every node at the hidden layer. Each connection has a weight attached to it. In addition to all inputs, each hidden node also has a connection to a bias node (i.e. a node with constant value 1). Similarly the output value of every hidden node is then provided to the output node. These connections are again weighted. The output node is as well connected to a bias node. In mathematical terms each node in the hidden and output layer therefore performs the following operation:

\[ u = w_0 + \sum_{i=1}^{n} w_i x_i \]

where \( u \) is the output of the node, \( n \) is the number of the neurons in the previous layer, \( w_i \) the weight related to the \( i \)-th connection and \( x_i \) the output value of the \( i \)-th node in the previous layer. \( w_0 \) is the weight related to the bias node.

We herein use neurons in the hidden and output layer containing a sigmoidal activation function of the following form to calculate their respective outputs:

\[ \sigma(u) = \frac{1}{1 + e^{-u}} \]

where \( u \) is the output calculated to according to Eq. 1. The output value of the whole ANN is the “calculated” value at the output node.

We chose each ANN’s output layer to be of only one single neuron. The output of this node is the estimated position along one Cartesian space axis. Therefore to estimated the full 3D position three separate networks are required.
B. Training

An ANN is usually trained for a specific application through a learning process. To train various methods are available. Herein we use a supervised learning technique. This method requires a collected dataset including both inputs and outputs, i.e. the ground truth. We want the ANN to be trained for prediction of an object’s position along one particular axis.

More formally, the task is to estimate the position of an object \( p \in \mathbb{R}^3 \) in the robot’s reference frame \( \text{CSWorld} \) given an input, also called feature vector, \( v \). Here we defined \( v \in \mathbb{R}^{21} \) containing the state of the robot as described by 9 joint encoder values (i.e. the 9 controlled DOF) and the observed position of an object in both camera images. The position is described by the centre of the detected object in the image plane (X and Y coordinate) and additionally by the bounding box of the detected object (upper-left corner, width and height), Fig. 3.

The neural network approach requires a pre-processing step, in which the dataset (input vector) is scaled using the limits given in Table I to get values in the range \([-1, +1]\). The limits are based on to the retrieved image size for the 6 values in each image, and the joint limits (i.e. range of motion) of the robot, for the encoder values.

For training the network the (scaled) dataset was first randomly split into a training (80% of the data) and test set (20%). The test set allows to verify that the results obtained via learning are not over-fitting.

The ANNs were trained using the standard error backpropagation algorithm [12] method on the dataset collected. This method is a generalization of the delta-rule and requires the activation function of the neurons to be differentiable. Back-propagation can be described in two phases: (i) a forward propagation and (ii) a weight update phase. In phase one inputs from the training dataset are propagated through the network using the current weights for each connection. The output is then compared to the ground truth, the known result for the provided inputs. The error between the correct and predicted output is then used to calculate a gradient at each connection, which defines how the weights will be updated.

IV. Collecting the Dataset

To learn about more than one state and hence get the ability to generalise, the dataset needs to contain points, where the robot is in various configurations looking at objects at various locations. A dataset of reference points (RPs) was collected on the real hardware to train the ANNs. Our research platform is the iCub humanoid robot [4], an open robotic system, providing a 41 degree-of-freedom (DOF) upper-body, comprising two arms, a head and a torso. Its visual system is a pair of cameras mounted in the head in a human-like fashion (see Fig. 1), providing passive, binocular images.

First we moved the iCub to a randomly selected pose, then the robot’s state and the location of the object in the camera frame, provided by an object detection algorithm [13], were registered. The robot would then move about and another data point, with the same RP but from a different point of view, was recorded. In [9] these positions were hand measured and every few movements the object of interest was moved to another (hand-measured) RP.

To automate and speed up the data collection, a high precision robotic arm, in our case a 5 DOF Katana arm by Neuronics [14], is used to position an object in the shared workspace to provide the humanoid with the information to learn from. Here the ground truth is provided by using the precise inverse kinematics of the industrial robotic arm (mm accuracy) to build the dataset. More than 1000 points were collected in a fraction of the time it took collect a similar dataset by hand (see Table II).

As now two robots are sharing the same workspace, while acting independently, special precautions had to be taken to avoid collisions. We used MoBeE [15], [16], an open-source software system, which provides real-time collision avoidance on the iCub based on geometric calculations.

V. Experiments and Results

A. Size of Hidden Layer

To find the appropriate number of neurons for the hidden layer experiments with various hidden neurons were performed. The number of hidden neurons achieving the lowest estimation errors was then selected. Fig. 4 shows that there is a minimal predictions errors when using around 10 neurons in the hidden layer. For this we used only a reduced dataset with one axis. The networks were trained on the dataset and the errors reported are on the 20\% validation set. The errors were averaged over 10 runs, i.e. with 10 trained networks all having the same number of hidden neurons. For prediction along one axis the lowest average error was found with 10 hidden neurons and is about 0.8 cm.

![Fig. 4](image)
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Table II

<table>
<thead>
<tr>
<th>Data Points</th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Points (RPs)</td>
<td>365</td>
<td>1034</td>
</tr>
</tbody>
</table>

---


Comparing the errors measured with the ANN machine learning method herein to the previous 2D case (from [9]).

<table>
<thead>
<tr>
<th></th>
<th>ANN-2D</th>
<th>ANN-3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Error X (mm)</td>
<td>5.40</td>
<td>15.9</td>
</tr>
<tr>
<td>Average Error Y (mm)</td>
<td>5.43</td>
<td>43.1</td>
</tr>
<tr>
<td>Average Error Z (mm)</td>
<td>-</td>
<td>37.3</td>
</tr>
</tbody>
</table>

B. Learning to Estimate Object Positions

Three separate ANNs were trained, each containing 10 neurons in the hidden layer, to predict the position along one axis each. This independent training allows for parallel evaluation and reduces the complexity of each ANN. On average 1800 epochs were needed for the prediction error of the ANNs to converge. The back-propagation technique was using a learning rate of 0.35 and a momentum of 0.1.

Fig. 5 shows three plots, one per axis, visualising the location and prediction error per sample in the dataset. The dataset was sorted by location in this figure, to highlight that multiple samples per location were collected. Overall the ANNs seem to quite nicely predict the position of the object. Table III shows the average errors per axis and compares this with previous work, which predicted positions in the simple

Fig. 6. The estimated object position (blue dots) vs. the measured object position (red blocks) for the machine learning approach. This 2D result are from [9].

Fig. 7. The estimated object position (blue dots) vs. the measured object position (red blocks) for the 3D machine learning approach. Note: The values here are in the reference frame of the Katana robot.
2D case. The trained neural networks allow to estimate the position of the object in 3D space, with a high enough accuracy to allow for grasping experiments. The average error on the dataset is for the X-axis 15.9 mm, for the Y-axis 43.1 mm and for the Z-axis 37.3 mm. This is also in the error range of current localisation methods available for the iCub. The errors reported are the average of 10 runs.

A few outliers, with higher prediction errors can also be seen in Fig. 5. These might be results from errors when data was collected while a collision was avoided, e.g. when a data point was collected while the robots were reset to a safe pose and the synchronisation for the dataset between the two robots and the vision was lost.

To better visualise where the prediction errors are largest the difference between actual and predicted locations are plotted. Fig. 6 shows the difference for each test case in the 2D plane from previous work [9]. To compare we plotted the results from the 3D prediction in Fig. 7. The two plots show the errors for the XY and XZ plane respectively. It can be seen that the dataset is not evenly distribute over the 3D space. This is due to the independent and random movements of the Katana and the iCub robot. A dataset containing more points and distributed better throughout the workspace, we expect, will allow for improved prediction.

They were then implemented on the iCub to perform real time distance estimation of objects and to allow for further verification. The object position in the images (provided by an object detection filter from a separate iCub vision system [13]) and joint encoder values were provided to the trained ANNs in real-time. The output of the ANNs was then used to steer the robot’s left arm, with the provided operational space controller, to the position estimated. Fig. 8 shows a still-picture of the iCub reaching for the red-block at the end of the Katana robot.

Although the system was trained with only one specific object, arbitrary objects can be localised by the deployed system. Tests performed with a moving object, but the error is harder to measure when both the object and the robot are moving, yet no large errors were found by visual inspection.\footnote{A video showing localisation while the iCub and the object is moving can be found at http://Juxi.net/projects/icVision/.

C. Learning Spatial Perception

Assuming that the maximum reachable space is limited by the robot’s arm, we can try to train an ANN to predict whether an object in the scene is reachable given the current robot pose. To do so we modify the training set to contain, instead of the 3D coordinates in $p$, only a binary output, whether the point is reachable or not. For simplicity we defined every point that is farther than 60cm away unreachable and every point closer to be reachable. In this simplified problem we do not predict if there is a feasible joint configuration for this point. The ANN for this task, which has the same model as each of the ANNs before, can be trained using the same back-propagation method.

VI. Conclusions

In this paper we investigate artificial neural networks (ANN) and their applicability to the spatial perception problem in robots. We show that by training ANNs the skill of estimating object locations based on visual perception can be learned. A series of experiments were performed on the iCub humanoid robot. Although our approach does not need explicit knowledge of a precise kinematic model or camera calibration, it learned to localise objects with comparable accuracy to currently available systems. Furthermore our approach when deployed is computationally less expensive and less dependent on other concurrently running modules and techniques. As the learnt models are ‘light weight’ they could easily be incorporated into embedded systems and other robotic platforms. We also presented a method to generate a model representing whether an object is reachable or not can based on the same method.

The results of locating objects are easily usable with current operational space control on the iCub and provide sufficient accuracy for real world reaching scenarios. The results on the first 3D dataset show that the method can in fact perform full 3D position estimation. The results show that our approach can learn simpler ways to perceive the location of objects than the human engineered methods. More thorough experimental testing on the iCub will need to be conducted especially to on how to improve our system over time.

VII. Future Work

In the future we are planning to investigate methods of learning spatial perception that will not require the use of a second robot to generate the ground truth data. A proprioceptive model together with some haptic feedback could provide the necessary inputs. We would also like to overcome the necessity of using 3D Cartesian space and directly learn about joint space or joint space regions.

Another interesting question we aim to investigate is the importance of the chosen reference frame, e.g. it could be better to use a frame representing the robot’s ego-sphere [17] or even find a direct vision to joint-space mapping, as proposed in [18]. Both of these would probably allow for a better sensorimotor integration.

Fig. 8. Testing the localisation in combination with the operational space controller available for the iCub humanoid. The red cube was located from vision and the left arm is then reaching for the estimated position.
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