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Abstract—Real-time detection of traffic signs, the task of pinpointing a traffic sign's location in natural images, is a challenging computer vision task of high industrial relevance. Various algorithms have been proposed, and advanced driver assistance systems supporting detection and recognition of traffic signs have reached the market. Despite the many competing approaches, there is no clear consensus on what the state-of-the-art in this field is. This can be accounted to the lack of comprehensive, unbiased comparisons of those methods. We aim at closing this gap by the "German Traffic Sign Detection Benchmark" presented as a competition at IJCNN 2013 (International Joint Conference on Neural Networks). We introduce a real-world benchmark data set for traffic sign detection together with carefully chosen evaluation metrics, baseline results, and a web-interface for comparing approaches. In our evaluation, we separate sign detection from classification, but still measure the performance on relevant categories of signs to allow for benchmarking specialized solutions. The considered baseline algorithms represent some of the most popular detection approaches such as the Viola-Jones detector based on Haar features and a linear classifier relying on HOG descriptors. Further, a recently proposed problem-specific algorithm exploiting shape and color in a model-based Hough-like voting scheme is evaluated. Finally, we present the best-performing algorithms of the IJCNN competition.

I. INTRODUCTION

Many real-world computer vision applications require accurate detection of context-relevant objects in video images. Traffic sign recognition is a challenging example, in which the algorithms have to cope with natural and thus complex dynamic environments, high accuracy demands, and real-time constraints. Therefore and because of the high industrial relevance, many approaches for traffic sign detection and recognition have been proposed. Advanced driver assistance systems featuring traffic sign recognition, usually limited to a subset of possible signs, have been deployed by the automotive industry. Against this background it is surprising that an extensive unbiased comparison of traffic sign detection systems has been missing and that no sufficiently large benchmark data sets are freely available. Therefore, we propose the German Traffic Sign Detection Benchmark (GTSDB). It comprises a large data set of real-world images as well as a systematic evaluation protocol, which is supported by a public web interface.

The traffic sign recognition process involves two main stages, detection of the sign in an image or video stream and the subsequent recognition (i.e., classification) of the detected signs. In this study, we focus on the detection step for several reasons. First, although it is desirable in practice that both stages share computational resources (e.g., operate on the same features), they can indeed be considered and evaluated independently. This provides a better understanding of the processing chain and locates the shortcomings – and thus perspectives for improvement – of a system. Second, high quality, freely available benchmarks for assessing the classification performance on traffic sign images do already exist (e.g., [1]). It has been shown that state-of-the-art classification methods lead to human-competitive performance given previous optimal detection [1], [2]. One might therefore argue that the final sign classification problem can be regarded as solved.

Assessing the performance of traffic sign detection algorithms is more difficult than benchmarking the classification stage. Since many systems focus on certain categories of traffic signs such as speed limits, we propose to evaluate algorithms based on their performance on three major categories of signs. It has been shown that a website featuring online submission and evaluation is able to highly excite participation over long periods of time (e.g., think of the Middlebury stereo vision benchmark [3]). Thus, we set up a web interface that allows to upload, evaluate, and rank solutions.

Both very problem-specific [4], [5], [6] as well as rather general object detection approaches [7], [8], [9] have been proposed for traffic sign detection. We implemented and evaluated a representative choice of them as baseline algorithms. From the latter category, we consider a Viola-Jones-type detector based on Haar-like features [10], linear discriminant analysis relying on HOG descriptors [11], and a color template matching approach. As traffic signs are constructed to be easily "detectable" by humans, there are well-defined cues (such as color and shape) that can be utilized in order to design powerful machine vision algorithms. Among the specialized algorithms exploiting such cues, we consider a recent method proposed in [6]. In our experimental comparison, we are especially interested in the question how the general approaches and the problem-specific algorithm compare. It is to be expected that the latter achieves better results.

In the following, we briefly review successfully established benchmarks in the domains of driver assistance systems. Then we introduce our data set in Sec. III and our evaluation procedure in Sec. IV. Section V describes the considered baseline detection algorithms and the empirical results. At the time of this document’s writing, the IJCNN competition
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phase has just ended. We present the results of the best-performing approaches in Sec. VI.

II. RELATED WORK

Many benchmarks in the domain of driver assistance have been widely accepted once they were made available. In most cases, the contribution was not limited to publishing novel data, but included the definition of appropriate evaluation methodologies.

Detecting humans in images is a very challenging task that is needed for various security relevant applications. Therefore, many datasets for pedestrian detection have been published (e.g., [12], [13], [14], [15]). The .enpeda. project1 offers nine datasets for the evaluation of different computer vision techniques including stereo vision, estimation of optical flow, object detection and tracking.

Traffic sign detection is a currently well-studied and broad field of research. The survey by Møgelmose et al. [17] provides detailed analysis on the most recent developments.

Most approaches make use of two prominent features of traffic signs: color and shape. Due to diverse natural lighting conditions the treatment of color is difficult and many heuristics have been applied [6], [18]. Regarding shape, one can say that two paradigms are currently pursued: model-based and Viola-Jones-like methods.

The model-based approaches rely on robust edge detection and aim at connecting them to regular polygons or circles [19], [20], usually via a Hough-like voting scheme or template matching. The Viola-Jones-like detectors compute a number of fast and robust features and try to identify trained patterns by use of different possibly weak classifiers [21].

Beyond our benchmark, there are publicly available datasets that are important to mention here: the Summer Swedish Traffic Signs dataset [22] provides the remarkable amount of 20,000 images from video sequences of which 20% have been annotated by the authors. The MASTIF project2 has started to assemble data packages with traffic sign sequences every year since 2009 containing 1,000 to 6,000 images. The stereopolis database4 (cf. [24]) comprises 847 images with 273 road signs from 10 different classes.

However, these datasets consist of continuous video sequences, mostly recorded on a single tour and day. Accordingly, the same traffic sign instance will repeat several times in the dataset. More important, lighting conditions and driving scenario (rural, urban, highway) have little variance. We try to adress this issue by providing single images and presenting most traffic sign instances only once3 (cf. Sec. III).

2The currently available URL is http://www.cvl.isy.liu.se/research/traffic-signs-dataset/download
3http://www.zemris.fer.hr/~ssegvic/mastif/datasets.shtml
4www.itowns.fr/benchmarking.html
5There is actually one traffic sign instance that happened to turn up twice. We did not realize this before the dataset was published

III. DATASET

The images for our benchmark dataset have been selected from sequences recorded near Bochum, Germany, on several tours in spring and autumn 2010. They capture different scenarios (urban, rural, highway) during daytime and dusk featuring various weather conditions. Figure 1 shows several examples. The recorded traffic signs are normed by the Vienna Convention on Road Signs and Signals that harmonizes their appearance in 62 countries6.

A. Data collection and format

We used a Prosilica GC1380CH camera with automatic exposure control, recording Bayer-pattern [25] images with a resolution of 1360×1024 pixels. For the final benchmark dataset, the images were clipped to 1360×800 pixels as the lower part mainly shows the front lid and is therefore not task-relevant.

All images in the dataset were converted to RGB color space employing an edge-adaptive, constant-hue demosaicking method [26], [27] and were stored in raw PPM file format. All relevant traffic signs that are visible in the images were labelled manually. The ground-truth data is stored in an external CSV file and is additionally included in each PPM file comment for convenience.

B. Data organization

The traffic sign sizes vary between 16 and 128 pixels w.r.t. the longer edge. Bounding boxes are not necessarily square due to the aspect ratio of the sign types and perspective distortions. Our final dataset comprises 900 full images containing 1206 traffic signs. We split the dataset randomly into a training (600 images, 846 traffic signs) and an evaluation set (300 images, 360 traffic signs). If images contain the same real-world traffic sign, it is ensured that they are assigned to the same set. Nevertheless, most traffic sign instances occur only once in our dataset. Thus, the training set can be split further, e.g., for cross-validation.

Every image is annotated with the rectangular regions of interest (ROIs) of the visible traffic signs and the specific traffic sign class (e.g., stop sign, speed limit 60, speed limit 80, etc.). Although we clearly want to distinguish the task of detection and classification, we found it useful to divide the signs into three competition-relevant categories that would suit the properties of several known traffic sign detection algorithms. The categories are prohibitive signs, mandatory signs, and danger signs (cf. Tab. I). A minority of the annotated signs do not fall into any of those categories and are, thus, not important for the competition itself. Nevertheless, we do provide these annotations for the sake of completeness.

IV. EVALUATION PROCEDURE

The benchmark requires all participants to build and train their detector using the training set only. All learning and optimization such as classifier training, model selection,
design decisions, parameter tuning, etc. is performed on the training data. The evaluation data set is solely meant for performance assessment and does not contain ground-truth data. It could be used for semi-supervised [28] and transductive learning [29], but this is explicitly not in the scope of our benchmark. The final evaluation as well as the comparison with other algorithms is performed separately on the web server (cf. Sec. IV-B).

### A. Methodology

The output of typical object detection algorithms on a given image contains a list of rectangular regions of interest. Each submitted ROI $S$ is evaluated against every ground-truth $G$ by applying the Jaccard similarity coefficient

$$J(S, G) = \frac{|S \cap G|}{|S \cup G|} \in [0, 1],$$

using a binary loss function $J_b$ with a threshold (e.g., $J_b = 0$ if $J < 0.6$ and $J_b = 1$ otherwise). If more than one submitted ROI intersects a ground-truth ROI with a Jaccard coefficient above the given threshold, the one with maximum value is used, the others are ignored, i.e., they neither count as hit nor miss.

By choice of a category for the competing detection algorithm, the set of ground-truth traffic signs is fixed. This also means that detecting a sign from another but the relevant category is counted as false positive.

---

7 also referred to as Pascal measure

---

### TABLE I

<table>
<thead>
<tr>
<th>Each traffic sign is assigned to one of three categories. The fourth collection contains all signs which are not relevant to the competition</th>
</tr>
</thead>
<tbody>
<tr>
<td>prohibitory signs</td>
</tr>
<tr>
<td>danger signs</td>
</tr>
</tbody>
</table>
B. Benchmark website

We provide a benchmark website (cf. Fig. 2) that allows participants to evaluate their results online: http://benchmark.ini.rub.de. It requires the upload of a result file and the selection of a traffic sign category.

Results are computed server-side and displayed instantly in the precision-recall plot of the particular category.

It is allowed and desired to let the participants provide several result files to build up a connected front for the performance graph. As this could allow to overfit the parameters to the evaluation dataset the number of results a participant may upload for one detection method is limited. Furthermore, the evaluation during the competition phase is performed only on a subset of the whole ground truth data. The final results computed from the complete dataset are revealed after the competition has ended.

To define a linear ranking to nominate a clear winner among the teams we use the area under the precision-recall curve (0 – 100%) as a final score.

In conclusion, the server-side evaluation combined with a given upload limit and a preliminary partial evaluation provides objective assessment of all submitted results and at the same time prevents cheating during the benchmark. However, manual annotation of all evaluation images cannot be efficiently prevented.

V. Baseline algorithms

We provide a number of baseline algorithms. These serve as example how the benchmark data is meant to be used and will incite the competitive element in the benchmark initially. We focus on the use of the training set for learning and parameterizing these algorithms.

A. Baseline methods

Three established detection algorithms are provided, namely: a Viola-Jones detector, a linear classifier based on HOG features, and a model-based approach representing several similar algorithms that have been proposed during the last years [4], [5], [20].

Vision algorithms for driver assistance systems usually need to fulfill strong real-time constraints. Hence, we draw a particular focus on real-time capability of the algorithms evaluated here. This is, however, not required in order to participate in the competition. On the contrary, we assume that the comparison of real-time and non-real-time algorithms can provide important hints for the future development of fast detectors.

1) The Viola-Jones detector: The detection approach by Viola and Jones introduced in 2001 has become one of the most popular real-time object detection frameworks [10].

Original results were presented on the face detection problem but the approach can easily be transferred to other domains.

The detector is basically a cascade of binary linear classifiers which are subsequently applied to the sliding window input. An example is passed through the cascade as long as it is positively classified by the current stage. Each stage consists of a certain number of weighted 1-dimensional threshold classifiers that are fed with a single feature.

During the stage-wise training, initially selected detection and false-positive rates are guaranteed to be met by each cascade stage which is trained using AdaBoost [30]. Thus, one is able to estimate the final performance given the number of stages. The training set for stage \( n \) is given by all positive examples and the false-positives remaining after stage \( n-1 \), where those for the first stage are chosen randomly from the full images.

The real-time capability of the approach is mainly enabled by two properties: Most sliding windows are only evaluated by the first stages which contain few classifiers / features. The features offered during training are simple Haar-like filters which can be evaluated cheaply using a pre-calculated integral image of gray values. In fact, once the pre-calulation is done on the full image, responses of all basic types of Haar-like features (see Fig. 3) is computed by 5–8 additions / subtractions and a single division, independent of position and size.

During detection, the sliding window was scaled to cover all possible sign sizes. In order to achieve robustness towards intermediate sized examples, positive samples were randomly scaled within the selected range. The same was done for translation, which is introduced during training to allow for larger step sizes of the sliding window.

2) Detection based on HOG features: Histograms of oriented gradients (HOG) have been proposed for pedestrian detection yielding high performance [11]. They have also been successfully applied for other tasks including traffic sign detection and classification [9]. Based on image gradients, different histograms were calculated: first for small non-overlapping cells that cover the whole image and then for larger blocks that integrate over multiple cells. Computation of histograms involves strong normalization introducing robustness towards intensity changes. The coarse spatial sampling leads to translation invariance.

Detection was performed using a sliding-window approach at different scales employing a linear classifier. In contrast to the original authors, we trained the classifier using linear discriminant analysis [31] (LDA) instead of using a linear support vector machine (SVM). The main advantage of LDA in the given scenario is that no hyperparameter tuning is required.

In order to identify adequate negative examples, the training was performed iteratively. For the first iteration, \( P \) negative examples were collected randomly from the training set, where \( P \) is the number of positive examples. After applying LDA, we extended the training set by \( P \) negative examples that were still detected by the current intermediate
classifier. After 10 iterations the final detector is trained (with $11 \cdot P$ examples).

3) Model-based method: Most of today’s model-based methods take advantage of two salient features of traffic signs: color and shape. Color is often used to decrease the problem size and only regard image regions within the desired color range, whereas shape features are then examined to distinguish traffic signs from other similarly colored objects. We chose the scheme described in [6] to represent several methods from other publications that work on similar principles.

In brief, we applied a pixel-wise transformation to the input image resulting in a color likelihood image that yields every pixel’s probability to carry a certain traffic sign color. On the transformed image, a Canny edge detector [32] was deployed and the result is thresholded for the most prominent edges. The remaining set of edge pixels was then searched for triangles and circles by an adapted version of a Hough shape detector.

Regarding the shape detection attempt, we used a Hough-like voting scheme that searches for exactly as many edge features in the expected orientation as needed to pinpoint the shape’s extent and position (2 edge pixels for circles/ellipses, 3 for triangles). In conclusion, the vote space is less cluttered and it is easier to locate the maxima representing detected shapes. The intensity of an edge pixel is considered in the weight of its corresponding vote. Therefore, edges in proximity to traffic sign colors happen to induce stronger votes.
B. Setup

We used the 600 images of the training dataset to train all baseline approaches independently for three of the eight subsets.

The Viola-Jones detector was mainly trained as proposed by the original authors. Nevertheless, we randomly generated new negative examples after each stage in order to improve robustness. Moreover, we added a final training step where all missed examples left in the training set are determined by applying the sliding window search.

Each stage of the cascade was trained until it fulfilled a detection rate of 99% and a false positive rate of 1%, ending after 10 stages. Our Haar-feature set contains 5 basic types in 3 scales and all possible positions within the window, resulting in a pool of 5445 features. The search window was scaled by a factor of 1.25 – starting with $24 \times 24$ pixels – and translated by $1/12$ of the respective windows size.

Refer to Fig. 4 for an illustration of the most salient Haar-features. The evaluation of the Viola-Jones detector is based on our own implementation. Nevertheless, there is one freely available within the OpenCV library.

For the HOG feature approach, we used the implementation provided by Dalal and Triggs. We employed HOG cells of size $5 \times 5$ pixels and a block size of $2 \times 2$ cells. For the search window we considered $6 \times 6$ cells which translates to a sizes of $30 \times 30$ pixels. Detection was performed on an image pyramid with scale factors $\sqrt{2}$ where $i = 0, \ldots, -5$.

For the model-based approach, we found the YUV color space to yield best results in preliminary experiments (in accordance with [6]). All traffic sign examples from the training set were segmented to capture their main color (red or blue). The medians of each sign’s color values are afterwards used as the centers of a mixture of Gaussians distribution that provide the pixel-wise probability for the initial image transformation.

C. Results

We assessed the proposed algorithms on the three categories of the evaluation dataset (cf. Sec. IV for the performance measure). In order to construct precision-recall frontlines for all methods (cf. Fig. 6, 5, cf. Tab. II), we chose varying thresholds on the classifier output (HOG), Hough vote (model-based approach), and the answer of the final classifier stage (Viola-Jones). Since the precision of the Viola-Jones method turned out to be very high we additionally truncated the classifier cascade in order to achieve a higher recall.

The detection rate of the Viola-Jones approach was highest in our pool of methods independent of the chosen category. The HOG classifier performed comparably well (cf. Fig. 5 for a choice of misdetections from the Viola-Jones and the HOG detector). It is also notable that the general performance dropped for mandatory (blue circular) and danger signs (red triangular). We account this to the higher variability as rotation and perspective changes have a larger effect (e.g., mandatory signs are placed at differing heights and angles due to the corresponding lane). Both the model-based and the HOG method could handle this difficulty better due to the use of higher-order shape features.

In summary, a classic general-purpose detector yielded very promising results and clearly outperformed a state-of-the-art model-based approach. However, the performance on special subsets (e.g., mandatory signs) is yet too low for a possible industrial application.

VI. Competition Algorithms and Performances

The competition attracted 18 teams between the middle of February and the end of March 2013 to submit over 110 results to the online evaluation system. 6 teams decided to publish their approaches in papers that were accepted for publication in the IJCNN proceedings. As a glimpse to the variety of methods we asked the three best-performing teams to summarize their work for this paper: [33], [34], [38].

A. Team LITSI

The model is divided into two modules: the ROI extraction module and the recognition module. The ROI module exploits the common properties of sign borders in each category, and considerably reduces the search space with high efficiency for further processing. It consists of three steps. The first step is the pixel-wise color classification, which transforms the color images to gray images such that the characteristic color for the traffic signs is denoted as high intensity and other colors as low intensity.
The second step conducts shape matching over the gray images to find the possible sign locations. The third step refines the ROIs. The recognition module performs finer validations over the ROIs and generates the final detection results. It extracts HOG (histogram of oriented gradients) and color histograms from each ROI, and concatenates them to obtain a rich and robust representation of traffic sign appearance. Support vector machines are trained on them and used to judge whether a ROI is a target sign or not.

B. Team VISICS

Recently, variants of the integral channel features detector have shown excellent results in terms of speed (50 fps) and quality for the task of pedestrian detection, improving over most existing methods [35], [36]. Since traffic signs are rigid objects designed to be recognizable, a detector based on a single template, such as the channel features detector, initially proposed by Dollár et al. [37], seems to fit the requirements.

Three classifiers are trained, each for one category of the GTSDB. The training time per classifier is around 45 minutes. Traffic signs are detected using a sliding window approach. Besides searching traffic signs at different scales, we also search for signs with different aspect ratios. This helps to detect slightly rotated traffic signs (around the gravity axis) by approximating the correct perspective transformation. Each detector runs at 2.5 Hz. Using techniques like approximating nearby scales, multi-scale models or even approximating nearby ratios, we expect the be able to reach a much higher detector speed as shown in [35].

C. Team wgy@HIT501

We present a coarse-to-fine algorithm for traffic sign detection. Firstly, it roughly finds out all candidate ROIs in a 20 × 20 sliding window, which referred to as the coarse filtering; secondly, the candidate ROIs are resized to 40 × 40 windows and further verified, which referred to as the fine filtering; finally, non-maximal suppression is performed to suppress multiple nearby ROIs. The coarse filtering is capable to find out even the smallest signs in the images, but it also outputs many false positives, which are mostly filtered out in the fine filtering.

D. Results

Table III shows a ranking of the seven leading teams for each traffic sign category. Three teams managed to achieve perfect results in a category. The salient algorithms clearly outperform our baseline methods (as they were meant to). One can also observe that the mandatory traffic sign are harder to detect. This can be attributed to their blue color shades, that seems to be hard to distinguish in natural scenes, and the fact that they are installed near the ground which might make them prone to vandalism.

VII. Conclusion

Traffic sign detection is a challenging computer vision task of high industrial relevance. However, good benchmarks for traffic sign detection algorithms have been missing so far. We therefore presented a large real-world data set for evaluating

![Fig. 6. Precision-Recall plots of all baseline algorithms on the chosen categories.](image)
such algorithms together with a reasonable performance metric, baseline results, and a web-interface for comparing approaches. We attracted 18 teams to a participate in a competition held at ICNN 2013.

The publicly available data comprises a training set containing manual annotations as ground-truth and an evaluation set. The results on the latter were reported through a web-interface that provides immediate feedback about the own performance compared to all other participants. In our assessment scheme, we allow to measure the performance on relevant subclasses of signs to benchmark different types of traffic sign detectors.

We have implemented a number of baseline algorithms that we consider to cover the currently favoured techniques. However, they fall short on the performance of the prominent competition algorithms. Regarding the variety of driving and weather conditions these results are very promising and will hopefully take a strong influence on the development of general-purpose industrial traffic sign detection systems.
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